UNIT -4 :: Classification : Alternative Technigques

Classifieation:  Alterative  Techniques, Bayes' Theorem, Naive Bayesian
Classification, Bayesian Belicl Networks.

Introduction: Aliemative Techniques are using to build classification models.  This includes
rule-based and nearest neighbor classifier techniques.

5.1. Rule-Based Classifier: A rule-based classifier is a technique for classifying the records
using & collection of *if. . . . then .. rules.

-7The rules for the model are represented in a disjunctive normal form R = (ry ViV...n)
= In this R is known as the rule set and r, 1s classification rule (or) disjuncts.

= Fach classification rule can be expressed as 1, = (Condition ;) =2y,

= Where r, is called “rule antecedent” or “precondition”.

= Where condition | =(Ayopvi )A (Aaopva )AL A(Avopvy)
= Where Ay, Aa, . . . arc attributes.

= Where vy, va, . .. are data of attnbute,

-> Where op is a relational opzrator such as >, <, 2, <, =, 7

This is illustrated using the following tablz and that can be classified by using the given rules.

Naine Body Tcmpcraluri: Gives l_f\quatic Atnal Has legs Class label
| Rirth | Creature Creature
Pvthon cold- blooded | e no no no replile
Salmon cold- blooded i no ves no no fish
Whale wann- blooded yes | yes no no mammal
Frog cold- blooded I ne sEm no yes amphibian
Bat warm- blooded yes Ao 1o ! yes | mammal
Pigeon warm- blooded | no ] 1o yes ! Yes bird
Cat warm- blooded i yesi! yes | no i yes mammal
penguin warm- blooded | no semi ycs | a0 | bird
salamandes  cold- blooded no | cemi | no g ye amiphibian
I !

Application of Rule-Based Classifier:
» A rule r trigger aninstance x if the attributes of the instance satisfy the condition of the rule
rl : (Gives birth = no )A (Acrial creature = ves) —birds
r2 : (Gives birth = ne pA/(Aquatic creature = yes) > fishes
r3 : (Gives birth'= yes) A (Body temperature = warm blooded) -»mammals
rd 1 (Gives birth = no ) A (Aerial creature = no) 2 Repliles
r5 : (Aquaticlercature = semi ) —> Amphibian

5.1.1: "Quality of classification rule: The quality of a classification ruele can be evaluated
using the measures such as coverage und accuracy.
< Given a data set D and a Classific rule r: A -3y

> The coverage of the rule is define2 as the fuction nlrecosdsin D that trigger the rule r
=> The formal definition of these measures are

A |A Nyl
Covernge (1) = =--==- Accuracy (1) = =emeemeeenn ~

1D 1A
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of records that satisfy the rule antecedent.
ccords that satisf both anteczdent

= Where ! A | is the nuinber and consequent

< Where [ A Ny |is the number of
= Where | D |1s the total number of records.

For example, the rule for coverage :
(Gives binth = ves) A (Body temperature = warm blood

LU

out of Y records 1.¢. 3/9 = 33%.

ed) = mammals is covered 33% from the

For example, the rule for accuracy : < 100%

(Gives birth = ves) A (Body temperature = warm blooded) - mammals accuracy ts 100%

5.1.2.How a rule-based classifier works: A rule-based classifier is classified, Dy a test

record based on the rule triggered by the record. This is illustrated using following table.
——

Name I Body Temperature | Gives | Aquatic Aerial Has legs Class label
Birth Creature Creature

Lemur warm- blooded ves | no no yes

Turtle cold- blooded no semi no yes ?

* From the table, Lemur is warm blooded and “gives birth=ves™ So, it is triggered by rule r3

and result is classified as mammal. i.e.
© (Gives birth = yes) A (Bedy temperature =wadrt blooded) = mammals

= From the table, Turtle is cold blooded and “givessbifth=no™. So, two rules are tripgered ic.
rule r4 & 75.
r4 . (Gives birth = no ) A (Aerial creature,="rio) 2 Reptiies
r3 : (Aquatic creature = semi ) > Amphibfan
In this case, the result is classified as reptiles and amphibians. To reduce this difficulty, two
important properties are generated. They are

I. Mutually Exclusive Rules 23 Exhaustive rules.

Mutually Exclusive Rules: The rules in a rule set R are mutually exclusive if no two rules in R are

triggered by the same record. '
2. Classifier conlains mutually exclusive rules if the rules are independent of each other

b. Every record is covered by at most one rule.
- - " e T T
Eg: r:(Gives bith =yes) —>mammals
Exhaustive Rules: A'rule sct R has exhaustive if a rule is 2 combination of attribute values.

a. . Classificr has exhaustive coverage il it accounts for every possible combination of

aftribute values

b Each record is covered by at least once rule

Eg. r*(Gives birth=no ) = non-mammals. This can be split into sub-conditions such as Reptiles,

birds, amphibians ¢tc. For example,

NAME

BT

GB

AQC

AC

has legs

class label

lunle

cold- blooded

no

semi

no

yes

?

In this case, we need refer more than one rule to suy the class label., i.c.
r:(Gives birth =no ) A (Acrial creature = no) <2 Reptiles  and
r : (Aquatic creature = semi ) = Amphibian
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To overcome this problem, two rules we
Ordgred Rule: In this approach the
priority. This can be defi

re developed. They are ordered rules and unordered rules.
" rufes in a rule set is ordered in decreasing order of their
ned in many ways. i.e. coverage and accuracy.

Unordered  Thi : .
consider Rules: This approach allows a test record to Arigger multiple ciassification rules and
nsider the consequent of each rule as a vote for a particular class.

S.1. -orderi : ;
1.3, R}Ilﬂ order g Schemes: Rule-ordering schemes can be implemented on a rule-
by-rule basis (or) a class-by-class basis.
Rule-Based Ordering Scheme: This approach orders the individuals rules by some rule quality
measure.  This ordering scheme ensures that every test record is classified by the “best” rule
covering, N
™ PO ke . - - - L1)
ror example, "Aquatic creature = semi = Amphibians”.
Class-Based Ordering Scheme: In this approach, rules that belong to the same, class appcar
together in the rule set R. The rules arc then collectively sorted on the basis/ of their class
information.
For example. ihe class lakel which is repeated more no. of times than other is first priority, the class

. H . 2 1 ] 1 -._-_—_
label which is repeated less no. of times in the training sct 1s last prionty:

it wdild "

How to build a Rule-based Classifier: To build a rule<based classifier, there are two
methods are using for extracting classification rules. 1. Direct methad; 2. Indirect method.

5.1.4. Direct method: The Sequentiai covering, algorithm is often used to extract rules
directiv_from data. This algorithm extracts the rules one ‘elass at a time for data seis that contain
morc than iwo classes.

For the mammals and Non-mammels classificafion problem, the sequential covering aigorithm
generate the rules for classifying manmas first, followed by rules for classifying birds &
amphibizns sccond, and reptiles and fishes aze at Tast.

The priority for deciding which class should be generated first depends on a number of factors i.c.
records. This is given in the foltov.in@algorithim. -
Algorithm: Sequential covering al@arithm:

Step 1: Let E be the training records’end A be the set of attribute-value pairs. {(A, v)}

Step 2: Let Yo be an orderedssbol classes {y1, ¥z, .. - Y}
Step 3: Let R={ ; be the ininal rule jist

Step 4: for each classy 8y — {yi} do

Step 3: while stopping’condition is not met do

Step 6: r & Learn-one-rule (I, A, v)

Step 7 Rémpve training records rom E that are covered by r
Siep 8: _“Add r to thee bottom of the rule list R > R Vr.

Step 9: " end while

Step“l0: end for
Step 11 Insert the default rule, { } = yi. (0 the bottom of the rule listR.

The above algorithm is demonstrated by using the sequential covering algorithm. The data set that
contains a collection of positive and negative examples.
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= The rule R1 coverage is shown in fig. (b) that covers the

largest positive examples. 1e, 6 ]
= The rule R2, coverage is shown fip (d) is extracted (i.c. 4 positive and | negative symbol) after removing
the 1 coverage.

= Thus, from the graph R1 is classifier first and R2 is classifier in sccond.

Rule Evaluaiion: The rle evaluation is determined by using “sequential algorithm™ and

result s measured by using following 3 rules. -
1) Statistical test using prune rule. i) FOIL's info. Gain-algorithm. iii) RIPPERalgorithm.

i) Statistical Test using prunc rule: This rule is coverage by using the ratio
staustical formulg,

R=2 Ek i log (fi/ ¢) |> Where k is the nuinpet of classes.
= - Where [, isaliefecquency of class [ valucs which is
Covered by theyule R
- ¢ is the éapeeted [requency of a rule that makes
random predictions. o
Total no. of positive svmbolsin R sTotal no. of positives in entire graph

Total no. of pesitive symbols + negative symbols in graph

Total no. of negative,symbols in R1 x Total no. of negative in entire graph

2 € NICEANIVE (€ ) S mmmmmm e e oo e e
Total o, of positive symbols + regative symbols in graph

ii) FOIL’s info. Gain: This is evaluated by using the formula is

R = pg (log2 po/(po t10)

R =p, (logz pi/(pi+ ™) - po (Ioga po/(pet no) and so on.

- py covers niowof positive symbols in R1 but no negative symbois in R1.
- p covérsno. of positive symbols in R2 & only one negative symbol in R2.

iii) RIPPER algorithm: The RIPPER algorithm also works well with noisy data sets becz that
revent model overfitting. The formula is
e ’ (p-n)/(p+n)

= Where *p’ refers no. positives and *n” refers no. of negatives.
Suppose, If R1 covers 50 positives and 5 negatives, then (50 - 5) /(50 +5) = 81%

For example, a data table with training set that contains 60 positive examples (+ve symbols) and
100 negative examples (-ve symbols). Total no. of symbols are 100 + 60 = 160.
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u ifw . . ,
> Suppose, if we formed two niles using sequential coverage such as R1 & R2 as follows.

I]iulc R'l»: Covers 50 +ve symbols and 5 —ve symbals i.e. otally R1 has 55.
ule R2: Covers 2 +ve symbols and 0 —ve symbols i.c. totally R2 has 2.

1) Statistical Test using prune rule :

€+ =353x060/160=20.625 c.=55x100/160=34.375
RT=2x 50 x loga(50/20.625) + 5 x loga(5/34.375)

. =2x60160=0.75 e¢.=2x100/160=1.25
R2 =2 x 2 x 10g2(2/0.75) + 0 x loga(0/1.25) = 5.66

1) FOIL's information Gain:
Rl =po=350+ve and no =5 —ve Therefore
=50 x (loga 5/(50 +5) - loga 2/(2 +0)
iii) RIPPER alporithm:
Formula{p—n)/(p+n)
Suppose, 1f R1 covers 50 positives and 5 negatives, then (50 - 5)/ (5@ 5) = 81%

5.1.5: Indirect methed for rule @)
extraction: This method generating the No Yes
rule set from a decision tree. In this every m 5 Rule Set

path from the rool node to the leaf node of a

decision tree can be expressed as a

classification rule. -
The test conditions are encounterad

by using the rulc set. Figure shows an

ri: (P=Mo,QO=No) ==~
2. (F=Mo,C=Yas) => +
ra: (P=Yes C=MNo) —=+

14, {P=Yes H=Yis O=blo}) =—=> -
15 (P=Yas R=Yss,O=Yes) ==+

example of 2 rule set generaied from a

decision tree. Notice that the rule set is Cenverting a dedision Iree inlo classificalion ntas.
oxhaustive and contains mutually exclusive
rules.

Example 5.2. Consider the following three rules irom above Figure:

r2 - {P=No) A (Q = Yes) > + (pius)

r3:(P=Yes) A(R=No) 2 =

r3:{P=Yes) A (R=Yes) A (Q = Yes) > + Observe that the rule set always predicts a positive
class when the value of Q'is Yes. Therefore, we may simplify the rules as [ollows:

2% (Q=Yes) >+ _and) r3:(P= Yes) A (R=No) = +.

I

[Lg: The mammalsand non-mammals classification problem is removed using a decision tree.
rl : (Gives birth™=no ) A (Aerial creature = yes) = birds

2 : (Gives birth = no ) A (Aquatic creature = yes) -2 fishes

r3 : (Gives birth = yes ) A (Body terperature = warm blooded) - mammals

r4. (Gives birth = no ) A (Aerial creature = no) =» Reptiles

r5 : (Aquatic creature = semi ) - Amphibian

5.1.6 : Characteristics of Rule-Based Classifiers : A rule based classifier has the

following characteristics: '
1. A decision tree can be represented by o set of mutually exclusive and exhaustive rnules,

i) Mutually exclusive rules
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¢ rules arc independent of each other

2. Classifier contains mutually exclusive rules if th

b. Every record is covered by ot most one rule.
.. - e e
11) Exhaustive rules

*r: Fy
c. Classifier has exhaustive coverage if it accounts ior ev
atinbute values
d. Each record is cavered by al feast one ruic )
' ; v used | iptiv { are easier 10
Rule-bascd classifiers are generallv used to produce desenplive models that are c2

ery possible combination of
'r.__.___._-—-—___-'__

2,
imterpret. . - -
3. The class-based ordering appreach adopted by many rule-based classifiers. Eg: RIPRER
aleorithm.

5.2: Bavesian Classifiers: What is Bayesian classifier? _ _

In many applications the relationship b/w the aitribute sct and the class variable is nom-
determintstic.  This situction creates noisy of data.

d_--—'_'_'_._ ey —

For example. to pradict (extract) the heart disease persons bascd on diets he. the people who eal
healthy food and exercise reculerly have less chance to get heart discase, But if they have smoking
and alcohs! habit then heart disease can increase.

To identifv this tvpe of disease people is difficelt. This causes'yoisy ol data. To avercome this,
Bavesian theorem were used. The Bayesian theorem can predict the probabilities of memberships
are called “Bavesian classifiers™.

Vg
/-__r'

Advantages:
I. Bayesian classifiers arc efficient like decision trees and ncural network classifiers.
Bavesian are very accurate. e
Baycsian classifiers can express high.speed and class conditional independence. It means,
the atiribute valucs within a class are independent of each other,

It reduce lhg_cw._

"'- - -
5.2.1: Bavesian theorem: “This

s a

L=

/lechnigue can predict the probabilities-of Tule Pased Classifler:
memberships are called « “Bayesian ( Gives {ChvasiBih <o, Aeviol Creskies=aa) <k B
classifiers™ \ Binh? (Givas Birth=No, Aquatic Crealure=Yes) => Fishas

(Gres Ecth=Yas] => Mammals
Gy es Brth=No, Aeral Crealure=Ngo, Aguatic Craature=hg)

“Agquatic = Replies
Creature / () == Amphbansy

—

o lLet X and Y beanpair of random
variables. Their joint probability,
P(X=x,Y =y¥),refers 1o the

s probability, that variable X will
take ‘'on the value x and variable
Yowill take on the value y.

oA conditicnal probability is the
probability that a random
variable will take on a particular
value given that the outcome for
another random variable is known.

Classification rules extracted Irom a decksion tree kv tha verebrato classification problam,

. Fm: examph:, the conditional probability P(Y = y|j{ = x) refers to the probability that the
variable Y will take on the value y, given that the variable X is observed to have the value x.

canne

WWW.KVRSOFTWARES BLOGSPQT CQMCamséanner



» The joint and conditional probabilitics for X and Y are as:
P(X, Y )=P(Y |X) x P(X)=D(X|Y ) * P(Y ). This can be writicn as follows:

Baves theorem:

& PYIX) =

P(X|Y)H)ra)
12(X) .

¢ Where X is a data value (or) record and regarded (connected) as “evidence”.
»  Where Y is hypothesis. i.e. a date value (record) X belongs to a particular C.
»  Where P(X) can be different hypothesis, expressed as

PO = XN (POG] Y x 8 x PY)) 2 This is called as the law of total probability.
i=1
Consider ¢ football game biw two rival teams : Team 0 and Team 1. Suppose Team 03vins 63% of
the time and Team 1 winy the remaining matches. Among the games won by Teany G, only 30% of
them come from playing on Team 1's football filed. On the other hand, 75% of.the victories for
Team 1 cre obtained while playing at home. If team 1 is 1o host the next mateh bhAv the two teams,
which team will most likely emerge os the winner?

The Bayes thcorem can be used to solve the prediction problem where, neisy data occurred. [For
notational convenience, let X be the random variable that represents the'tcam hosting the match and

_Y be the random variable That represents the winner of the matcli™Both X and Y can take on values
from the s2t {0, 1}. We can summarize (he iniornztion given'in the problem as follows:

Probability Team 0 wins is P(Y = 0) = 0.65.

Probability Team 1 winsisP(Y =1)=1-P(Y=0)5 0.355.

Probability Teani 1 hosted the mateh it won is(X = IV =1)=0.75.
Probability Team 1 hosted the rnaich won by Teamn dis B(X=1Y=0)=0.5.

Our obieciive is to compute P(Y = 1121, which is the conditional probability that Team 1 wins
the next match it will be hosting, and Gempares it against P(Y = 0]X = 1). Using the Bayes thecrem,
we obtain

PX=1Y=1)%xP(Y=1) PX=1Y=1DxP(Y=1)
P(Y = 1[X = 1) = memrmmmemmg SR 2> e e et
PA=N) PX=1,Y=1)+PX=1Y=0)
PX=1V=1)xPY=1)
N
PX=1]Y=1)P(Y=1)+PX=1Y =0P(Y =0)
0.75 = 0.35
e = (0.5738

0.75 = 0.35 + 0.3 = 0.65

« where the Jaw of total probability was applied in the cecond line.
* Furthermore, Y =0X=1)=1-P(Y=1}]X=1)=04262,

e Since P(Y =1[X=1)>P(Y =0]X=1), Team 1 has a better chance than Team 0 of winning

the next match.
a
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What is prioi and pasterior Probability? Expiain with an examnle.

s Prior Probability P(Y): Itis the probability that the hypothesis Y exists without depending
on the data regorg X, ———— —

» Prior Probability P(X): It is the probability that data record X exists without depending on
the hypothesis Y.

v Posterior Probability of Y on X is P(Y|X): It is a probability that the hypothesis Y exists
when a data record X is given. 1t means, data record X belongs to class C when the
atiributes of X is already given.

For example. suppose the world of [ruits is described by their color and shape. Suppose thap: X' is
red and round and Y is hypothesis that said X is an apple. -

= Tlerz P(Y) is the prior probability that expressed X is apple.

Here P(Y[X) is posterior probability based on more inlosmation (ie. Background Kriowiedge)
such as X is red and round.

s |y P(X)is the prior probability of X. [t is said that set of fruits are red and Tound.

* Suppose that hypothesis hl (or) hypothssis h2 must cccur. but notbath. Also suppose that
X, is an observatble event.

* Therefore Bayes theorem (or) rule is PRI LP(Y))

PVIX,) =
-~ POOITN) (Y1) + P(Xi| Y2 ) P(Y2)

Example i: Supposc a person can decide Lo go to office.in 3 modes ul'transporlaﬁon Such as car,
ous, and train. Because of high traffic, if he/she decided 10 go by ‘car’ there is 50% chance he/she
will late. If he goes by *bus’ 20% late and if he/she gaes by ‘train® 1% late.  Find which is better.

Sol. Total no. of chances to reach office = 1/3¢
i.c. pr{bus} = pr{car} = pr{train} ="1/3
 Bycarie. pr{late|car} = 0.5 50%) _—
e By buse. prilate[car} =02 (20%)
e By trainie. prilateicar}, =001 (1%) —

Prilaic|car} pr{car)
Bayes theorem for pr{earlle] = «rommmmmemmmmmmm oo e
Pr{latelcar} pr{car} + Ir{latelbus} pr{bus} + Pr{late|train} pr{train}

0.5x I3
= et m e eeeeeee = (),70]2
0.5x1/3%02x1/3+001x1/3
Pr{late|bus} pr{bus}
Bayes thedrem for pr{busjlate} = «se-mmmmmmmemm e e
Pr{latelbus} pr{bus} 4 Pr{late|car} pr{car} + Pr{late{train} pr{train}
02x1/3
- e cemee e ———————- =
02x1/3+05x1/3+ 0.01x1/3
Pr{lateitrain} pr{train}
Bayes thecorem for  pr{train|late) = —m-memmemmmemeee e e e e e e
Pr{late|train} pr{train} + Pr{latcjcar} pr{car) + Pr{late|bus} pr{bus}

Sreenivaas - 9948808818

WWW KVRSOFTWARES BLOGSPQcanneQEMCamScanner




0.01 x 1/3 0.0033 0.0033
.................................... SORUR s W —— 1} |

0.01x 1/3+05x1/3+0.2x1/3 0.0033 -+ 0.1667 + 0.0667 0.2367

5:3. Naive Bayes Classifier :

* DBayesian classifier is called “naive Bayesian classifier™. It is expressed b&ll'lct:_____ﬂ and
speed when applied in large database.
Itis high performance than decision tree and neural network classifier.

A naive Bayes classifier estimate the class conditional probability by the values of auribute
are conditional independent in the given class label y. - IN\NY

i _— d

e The conditional independence assumption can be stated as p(xly) = y) = [+ Pexiy = ¥)
=1

s where cach attribute set X =4 X, X2, X3, . . . . « Xd) , and - whered'is an atiribute,

5.2.1: Conditional Independence :

o Let X, Y anid Z denote three sets of random variable.
o The variable in X are said to be coadiiionally independent.of Y, given Z. Therefore the
conditional holds as  P(X]|Y, Z) = P{X|Z2).

Therefore the conditional independence b/w X and Y is written as
PX,Y,Z) PX,Y.ZY DP(Y,Z)
PN, Y|L) = —rmmmmemmee s = mrmmmemen X mmmmieeiae =P(X|Y,Z2) X P(Y,Z)=PX|Y) X P(Y|Z)
P(2). XY, Z) P(Z)

5:.3.2; How a Naive Bayes Classifierworks:
s nstead of computing the €lass<conditional pmbahi]itv for every combination of X, we
:.mrnau. the conditional probability of cach X,, given, given Y,
« To classify a test record,#he naive Bayes ; classifier computes the posterior probability for
each class Y: d
PIYiIX)= PY)x [ P&y =y)/ P(X)
=1
s Where P(X) s/ fixed for every Y, it is sufficient to choose the class that maximizes the
numeratar term -
P(Y) x [T PXIY)
=1
o PXIY)is P(X)|Y) x PCGIY) x ..o e x P(XGY)
o where Xq4 represents values of attribute Ay.

For estimating the conditional probability M(X)|Y), several approaches were used. They
are categorical and continuous attrihutes.

1. Estimating conditional probabilities for categorical attribute
2. Estimating conditionai prababilities for continuous attribute

-

s
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Example for the Naive Bayes classifer: Consider the data sct that -slmwn in figure. This can
/compute the class conditional probability for each categorical attribute along with mean and

variance for the cosinmous aiiribute.

Tid! Home | mastia! smtusl Annual | Defaulted E

| Owner | inzome | borrower |

1 1 yes| single | 125Kk no |

2 '| no | married ' 100% no |
3 no | single ' 70% | no
4 ves | marriad | 120k no
3 no | divorced| 95k yes
6 no | married 60 k no
7 ves | divorced| 220k no
8 no | single 85k yes
9 no married | 75k no
10 no singie 90 k ves

P(Heme Owner =yeslno) = 3/7
P(Home Cwner =nojno) = 4/7
P(Home Owner =yes|yes) =0
P(Home Owner =yeslyes) = 1
P(Martial status = single|no) = 2/7
P(Martial status = single|yes) = 1/7
P(Martial status = marriedino) = 4/7
P(Martial status = married|yes) = 2/3
P(Martial status = divorced|no) = 1/35
P(Martial status = divorced|yzs) =0

For Annual Income  If class = No then Sample mean =110 & Sample variance = 2975
[f class =yes then Sample mean =90 & Sample variance = 23

From the above to prédiet the class label of test record X=(Home owner = No, martial status =
marricd, Annual income™= 120 K). Its posterior probability is P(No|X) and P(Yes|X)

Tolal no. of records fyes' and Tolal no. ol records *No’ in the above data set is

P(ves) = 0.3 and P(No) = 0.7 out of 10 records.

P(X|No) = P(Home owner = No|No) x P(martial status = marriedNo) x P(Annual income = 120
K|No)
=4/7 x 4/7 x 0.0072 = 0.0024
&3

P(X|Yes) = P(Home owner = No|Yes) x P(martial status = married|Yes) x P(Annual income = 120
K|Yes)
=1x0x1.2x m"’=u[
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5.4 Bayes LError rate:
In statistical classification, the Bayes error rate

is the lowest possible error rate for o piven class
of classifier. 018}

02

Alligator

0.18
The Bayes error rate {inds important use in the 0.14
study of patierns  and  machine  learning

techniques. = o
Example:  Consider the task of identifying z 01

alligetors and crocodiles based on their respective o3k
lengths, The average length of an adult crocodile
is about 15 feet, while the average length of an
adult alligator is about 12 feet. Assuming that 004
their length x follows a Gaussian distribution

5 . ] M i o Unz_
with a standard deviation equal to 2 feet, we can
express their class-conditional probabilities as 0 s

follows: Length, 1

Figure. Comparing the likelinoed {unctions ol a crocedile and a alligator.

P{X|Croceodile) = IE_E_—_ —DL‘X;) { _ 'rli(‘\ ; 15

)
PR AL - = = 1{ No— IBY?
(XAlligator) = ml_.\li 2\ 5

-

The above figure shows a comparison betweer the class-conditional probabilities for a crocodile
and an zllivator. Assuming that their priorprobabilities are the same, the ideal decision boundary is
located at some length "x such that PCA¢C="x|Crozedile) = P(X = "x|Alligator).

Using above Equations , we obtain . )
{":E — 15)" . (i — 12)'
\ 2 2 J°

5.5: Bavesian Beliet Networks: The conditional_independence assumption made
by naive ha;cs classifiets for classifization problem in which the attributes are somewhat correlated.
It also presents‘a more flexible approach for modeling the class-conditional probabilities P(X|Y).
This approach.allows us to specifly which pair of attributes are conditionally independent.

which can be solved to vield<x'= 13.5.

5.5.1: Model Representation: A Bayesian belicf network (BBN) provides a graphical
represeniation of the probabilistic relatione! ¢hips among a set of random variables. There are two
key elements of a Bayesian network: _

P Directed acyelic graphic (dag). 2-Conditional probability table.

Directed acyelic graphic (dag): In dircct acyclic graphic, an arc is directly established from one
node another node. For example A

This examples shows a nede A is directiy influenced to node B.

WWW.KVRSOFTWARES BLOGSPQT.COM .\
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C et » 1 endent
Consider three random Jariables A, B, and C. in which A pnd B iy mldc‘p ships o e
varinhles and cach has @ direct influence on a third variable, C. The relationsiip

amone the variables can be summarized into the directed acyelic graph. I'his 1s e
shown in .

Suppose. If there is a directed path in the network from D to C to A then A 1s

descendant of D ard D is an ancestor of B. DBoth B and D arc non-

descendants of A, Shown in fig.

A

Conditivaa! probakility table: A probability table associating each node to its immediate parenl
nodes. 1t means. each noce in the graph represents a variable, and each arc asscrts the M
relationship bAv (he paif of variables, If there is a dirceted arc from X to Y, then X is the parent of
Yand Y is the chitd of 2. ‘
Cenditional Irdependence: This is the property of Bayesian network. ~n this. a node 1n a
Bayesizn network is conditionally independent of its non-descendants, if its parents are known.

5.5.2: hiode! Building: Model building in Bayesizn networks has steps: They are

1. Creating the structure of the network and

2. EstimatinD.g the probability values in the tables associated with'each node.

The network topolegy can be obtained by encoding the subjective knowledge of domain cxperts.
The Madel Building algorithm presents @ systematic procedure for the topology of @ Bivesian
network.,

Algerithm: Algorithm for generating the topology.ef & Bayesian network.

Step 1: Let T=X1,X2,..... X,) denote a total oxderof the variable.

Step 2: fori=11od do

Step 3: Let Xyy;; denote the ™ highest order variable in T,

Step 4: Let 2301 ) = Xty - X0+ - oK1y~ 1y) denote the set of variables preceding Xrg)
Step 5: Remove the variables from a¢Xty ) that do not affect X

Step 6: Create an arc biw (X, ) andube remaining variables in n{Xy() ).

Example: Consider the vafiables shown in = %l

fioure, Afier performing Step 1, assume that R —

!1*:: variakles parc ordchd irl1J the following KE“_m @

way: (E, D, HD, Hb,'CP, BP). From step 2 R Gt b
to 7 starting with variable D, obtain the Ty | 02 CeDrreniy| B8
following conditional probabilitics. e traatty] °%

* P(D!E) is simplificd to P(D). | o5

» P(HD|,D) cannot be simplified. et 1o

* P(Hb!HD,E,D) is simplified to P(Hb|D). .

« P(CPilIb,HD,E,D) is simplified to .

(CP|Hb,HD). e E’J’E“;'@'ﬁy

» P(BPICP,Hb,HD,E,D) is simplificd to nobe [ 03§ "=

(BPHD).

Based on these conditional probabilities, we Figure 513, A Bayesian belel nobwork lor delectng hearl diseane and hearbum in palienls

can create arcs between the nodes (E, HD),
(D, HD), (D, Hb), (HD, CP), (Hb, CP), and (HD, BP), These arcs result in the network structure
shown in Figure.
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7 Example of Inferencing Using BBN

Supposc we are interesied in using the BBN shown in Figure 5.13 to diagnose whether a person has

heart Filscasc. The following cases illustrate how the diagnosis can be made under different
scenarios.

Casc 1: No Prior Information:
Without any prior in.fnrmmim‘l, we can determine whether the person is likely to have heart discase
by computing the prior probabilitics P(HD = Yes) and P(HD = No). To simplify the notation, leta ¢

{Yes. Noj denote the binary values of Exercise and b ¢ {Ilealthy, Unhealthy} denote the binary
values of Diet.

PHD=Yes)=Y ¥ PHD=Yesl[E=a,D=P(E=e,D=p)

a [}
=T ¥ PHD = Yes|E = a,D = B)P(E = a)P(D = )
a f
=025 % 0.7 % 0.25 + 0.45 x 0.7 x 0.75 + 0.55 x 0.3 x 0.25 + 0.75 % 0.3 » 7§
=0.49.

Sinee P(11D = no) = 1 - P(HD = yes) = 0.51, the person has a slightly higher chanceof not getting
the disease.

Casc 2: High Blood Pressure
If the person has high blood pressure, we can make a diagnosis about heart discase by comparing
the posterior probabilites, P(HD = Yes|BP = High) against P(HD{= No|l3P = High). To do this, we
must compute P(BP = High):
P(BP = High) = ¥, P(BP = High{HD = y)P(HD =)
1
=0.85x 049+ 0.2 x 0.51 =0.5185.

where v ¢ | Yes, No}. Therefore, the posterior probability the person has heart discase is
P(HD = Yes|BP = High) = P(BP = dighjrlD = Y B(TD = Yes) / P(BP = [1izih)

=0.85x049/0.518>5

= (.8033.
Similarly. P(HD = No|BP = High) = | =0:8033 = 0.1967. Therefore, when a person has high blood
pressure, it increases the risk ol heart disedse.

Case 3: High Blood Pressurc;Healthy Diet, and Regular Exercise
Suppose we are told that the person exercises regularly and cats a healthy dici. How does the new
information alTect our diagnosis? With the new inforration, the posterior probability that the
person has heart disease 1s
P(HD = Yes|BP = High,D = Healthy E= Yes)
P(BP = High{HD*= Yes,D = Heaithy,E = Ye
e S S x (1D = Yes|D = Healthy,E = Ycs)
P(BP.= ITigh|D = Healthy,E = Y¢s)
P(BP = High|HD = Yes,P(HD = 2 Yes|D = Healthy,E = Yes)
¥ P(BP = HighjHD = v)P(HD =y|D = tlealthy,E = Yes)
y
= 0.85»0.25 / 0.85 x0.25+ 0.2 > 0.75
=0.5862,
while the probability that the person does not have heart disease: is
P(HD = No|BP = High,D = Healthy,l: = Yes) = 1 = 0.5862 = 0.4138.

Sreenivaas - 9948808818
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The model therefore sugg
S

14

. . . 1
ests that eating healthily and exercising regularly may reduce a person’s

risk of getiing heart disesse.

Characteristics of BBIN
Following are soms of the general characteristics of the BBN method:

1.

9

lad

BBN provides an approach for capturing the prior knowledge of a particular domam using a
graphical model. The nstwork can also be used to encode causal dependencics among

varables.

Constructing the network can be lime consuming and requires a large, amount of effort.

However, once the structure of the network has been determineds adding a new variable is

auite straightforward. T e /N S
—=T

Bayesian networks are well suited to dealing with incomplete data. Instances with missing
attributes can be handled by summing or integrating the ‘probabilities over all possible values

of the attribute.

Recause the data is combined probabilistically witli pzior knowledge, the method is quite robust to
model overfitting.
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