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Chapter — 6 :: Cluster Analysis: Basic Concepts and Aloorit|
ntroduction: Cluster analysis divides data intg_groups (clusters) that are meaningf ]g gt

If me:.mmgfu] LETOUPS arc l}]_iﬁg_r'ml. then the clusters should caplure the fﬁmr—aﬂs%r;]clil?ﬂuf] PLboth.
:I'hal 18, cnncc_pwu”}' meaning[ul groups of objects that share commeon ch*nra:lcrisfno [h;: ey
important role in 'I_ww people analyze and desire the world. For cxample youné o CCS, play fln
tabet thekopIEcts S photograph as buildings, vchicles, people, animai}s plants, clc Inﬂ["h?“'l?]‘-l}"
clusters are potential classes and cluster analysis Ts the study of 1cEEﬁE]uc'5 Toﬁtih?mi&tica”}’ Encdﬂjit;

classes. E—
6.1 Whatis Clustering in Data Mining?
| * Clustering is a group of abjecls and that objects in a group (cluster) are similar to one.dfother

and different from (or unrelated to) the objects in other groups.
bl bl - L

. Cluslclr: 1s a collection of data objects that are “similar” to one another and thus €3n B€ (reated
collectively as one group.

- Cl}lslcr analysis is a function of data mining that may be used to forni the groups of data
objects (clusters) based only on informalion which found in the data thatdescribes the objects

and their relationships. -
e ————
* Cluster analysis can also used as a
preprocessing step for characterization attnbute A \’ LI . K
subset selection and classification algorithms. o ohe "L Lok
. . L " 1 Ay
* Clustering can also be used to help in
classifying documents on web for detecting {) Original points. (1) Two chusters.
information. -
* In many applications, a cluster is not well ++++I+ Y, KT A
.. ] [ ]

defined. To better understand the difficulty of v R A o

deciding what constitutes a cluster.
(c) Four cluriera, () Six clusters.

* Consider the following figure that‘shows Four
set of points. The shapes of the markers indicate Figum D1, Difcrend ways of chislering Lhe same g2t of prinls
cluster membership.

6.2 Types of Clustering: (Explain different types of clustering mcthods).a“ P N G{ D

The types of Clustering are grouped into the following categories.

1. Hierarchical method 2. Partitioning method
3. Model based method 4. Gnd-based method 5. Density-based method.

1. Hierarchical Clusterinig: A hierarchical clustering methed works by grouping data objects into a
tree form of clusters. . Hlierarchical methods can be categorized as agglomerative clustering and
divisive hicrarchieal Clustering. '
e Thesewo methods construct the clusters by recursively partitioning the instances in either a
topdown or bottom-up fashion.
1. Agglomerative hierarchical clustering: — cach object initially represents a cluster of its own.

Then clusters are successively merged until the desired cluster structure is obtained.
2 Divisive hierarchical clustering: All objects initially belong ta one cluster. Then the cluster is
divided into sub-clusters, which are successively divided into their own sub-clusters. THis

: : ——
process continues until the desired cluster structure is obtained.
S
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Pa rlitioning Methods: Partitioning methods relocate instances by moving them from one cluster to
_another, starting from an initial partitioning. A relocation method iteratively relocates points between

l]rw,f'__clfuﬂers. -
Hlud_e]-pﬂscq Mecthods: Model-based methods build a cluster on the-besis of a model. A density
dt_'gggt_ug i1s built by model-based algorithms 1o locate clusters. The densily function defines the spatial
distribution of the dala points. m—— NN '

A model-based algorithm is based on standard statistic.and taking into accomirfis or outliers
can automatically find the number of clusters.

The most frequently used 1nduction methods are decision trees and neural networks.

18l Lol oRE S

1 Decision Trees: In decision trees, the data is represenied by a hierarchical tree, where each leaf
refers to a concept and contains a probabilistic deseription of that concept, Several algorithms produce
classification trees for representing the unlabelled data. Theé most well-known algorithms are:
COBWEB and CLASSIT.

2 Neural Networks: This type of algorithnirepresents cach cluster by a neuron or “prototype™. The

- . " _— .

input data is also represented by ncuronsy which are connected to the prototype neurons. Each such

connection has a weight, which.as\learned adaptively during learning. A very popular neural

algorithm for clustering is the selfzorganizing map (SOM). This algorithm constructs a single-layered
e —T—— __#

network.

The SOM algorithm is stecessfully used for vector quantization and speech recognition. It is useful
for visualizing high-dimensional data in 2D or 3D space. However, it is sensitive to the initial selection
1 vector,as well as to its différent parameters, such as the learning rate and neighborhood

of weigh

radius.
4. Grid-bascd Methods: Grid-based method consists of a_grid structure formed by qualifying the

_objects space inlo a finite number of cells. It is an approach of representing data objects using a multi-
resolutionaird data structure on which all of the clustering operations are performed. The examples o

- "
grid-based approach are, .
|. Wave cluster: A wavelet transform approach is used to cluster objects.
2. String: It is grid-based multi-resolution lechnique that stores statistica

cells.

3. CLIQUE: Itis used for clw,higb;dimcnsional data. ‘
eir distribution

5. Density-based Methods: The aim of this method is (o0 identify the clusters and th ]
parameters. These methods are designed for discovering clusters owjpc.

e

| information in rectangular
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The DBSCAN algorithm (density-based spatial clustering of applications with noise) discovers
clusters of arbitrary shapes and is cfficient for large s atial _databases. The algorithm searches for

cmng the neighborhood of each object in the database and checks if it cont¥ifs more
than the minimum number of objects. - -

+ ""-.:__,.___— .
AUT (.)CLA§§ i5 @ Widely-used algorithm that covers a broad variety of distributions, including
.G:mssmn. Bemoulll, Poisson, and log-normal distnbutions. Other well-known densily-based methods
include: SNOB and MCLUST. .

6.3 Types of Clusters: The different types of clusters are:
1. Well separated, 2. Prototype based 3. Graph based, 4.Density

based, 5. Shared property. L) P G D S

, - . : N

1. Well separated:'A cluster is a set of points such that any point in a

cluster is closer (or more similar) to every other point in the cluster than

to any point not in the cluster. () NPT e, e
i . paint nglosen to all of the points in its

Figure(a) gives an example of well separated cluster that consists of two clustegfian Lo any puint in anuther

groups of points in two-dimensional space. The distance b/w any two |\

clusters is larger than the distance b/w the objects within the clusters.

2.Prototype-Based: A cluster is a set of objects such that an object in
a cluster is closer (more similar) to the “center” of a cluster, than to
the center of any other cluster.

= The center of a cluster is nftenjﬂl_ugid_lhe averageof all the
points in the cluster, or a medadid, the most “representative” (b) Ceter-based clusters,  Each
point 3 closer tu the conter of its

omt of a cluster.
i P er clipter thun Lo the cenler of any
olher cluster

» For data with continuous attributes, the_ protatypes of a cluster
are often a centroid, i.e. the average {mean) of all the points in the cluster. The figure (b)

shows an example of center-based clusters.

3.Graph-Based: The graph based cluster'represents the data in the
form of a graph where in the_nodesiindicate objects and lirks indicate

-o’l:lj’e_r;_ls. Such clusters are claimed as eonnected component.

= A contiguity based elustcrs serves as an example of graph

based clusters where the two objects connectivity entirely

depends on the distance b/w lhem. Le. if two objects are close (c) Contiguity-based clusters. Each
And each point in closer to at lcast ooe point

to—eachother>theyare—said to be connected. poi poir
individual ‘ebje€ts in this cluster is closer to another objects z;:’b:r":]“u:;‘.““ T dny poot in
within the cluster and a distance from different cluster.

The figure shows cluster with tow-dimensional points and it defines a cluster that useful w

are irregular or intertwined, but can have trouble when noise is present.

4. Density Based: A cluster is a dense region of objects that is
surrounded by a region of low density. Figure (d) shows that
density-based clusiers for data created by adding noise to the data of
figure (c).

Here two clusters are not combined because the
them is transformed into noise.

hen clusters
bl

link prevailing b/w

{d) Density-based clusters. Chs-
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5.Shared prnncrt\'{Cnnm:nluul

clusters): Clusters that share some
common property or represent  Q
particular concept. For example, objects
in a center-based share the property that
they arc all closest to the same centnod

edoid.  Figure shows (e) that a _
Gr‘ n1L| ¢ ; di .( ) (¢) Conaptual clusters. Points in a cluster .slm.n: rome gymra]
nangular area 1s  adjacent 10 a property that deriven from the entire sct of points. {Points in the
rcclangular one, and there are two intersection of the cireles beloup to buth.)

intertwined circles.

6.4.K-means: There are many clustering techniques that were used to find objects which are
closer to protatype. The most important techniques are K-means and K-medoid.
S i I

amm——
= The K-means defines a prototype in terms of a centroid which can be find the mean value of a
group of points and it applied to objects in a continuous n-dimensional space,

» The K-medoid defines a prototype to terms of a medoid which is the most répresentative points for
a group of points and it can be applied to a wide range of data but it requires\pair of objecls.

Definition: k-means clustering is a method of vector quantization uriginnlmignnl processing

-~ that is popular for cluster analysis in data mining. K-means clusteging.aims to partition n observations
into & clusters in which each observation belongs to the clistérsvith the nearest mean, serving as a
prototype of the cluster. This results in a partitioning of the data space into Voronoi cells.

6.4.1.The Basic K-means Algorithm: The K-means techmque is an iterative clustering
algorithm in which objects are moved among sets of elnsters until the desired set is achicved. [t is the

most popular and commonly used method. —
» K-means algorithm is used to find centried in a cluster. The centroid is represented by symbol
‘+’. =>During the process, each point 1s.assigned to the closest centroid and each collection of

“points assigned 10 a centroid is a cluster:
e The centroid of each cluster is thep updated based on the points assigned to the cluster.
— . . '
» The assignment and update are repeated until no point changes in cluster.

K-means is described by algorithm and its operation is illustrated in fig. The operation of K-
means start from three centrioids, the final clusters are found in four assignment update steps.
Algorithm 8.1 Basic\K-means algorithm.
1: Select K pointsias.initial centroids.

2: repeat
3.  Form [ _clusters by assigning each point to its closest centroid,

4: Recompute the centroid of each cluster.
5: until Centroids do not change.

-

e “The first step assigns the points to the initial centroid. After points are assigned to a centroid,

the centroid is then updated.
In the second step, points are assigned to the updated centroid and the cetroids are updated

again. .
= The second step is repeated until centroids do not change. . .
Finally, the symbol *+' is moved to the center point of each cluster and formed as centriod with

symbol *+'
RISE KRISHNA SAI PRAKASAM GROUP OF INSTITUTIONS :: VALLUR - by Srcenivaas (GSR)... 9943803818,

WWW.KVRSOFTWARES.BLOGSP(QT.CQ%\;[C amScanner

canne



5

his is shown in following figure that shows the operation of cach ileration.
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{a) lteratrs 1. (U} Iteration 2. (g) Iteration 1 {d) Iteration 4.

¢ When the K-means algorithm terminates in figure (d), thc no more changes. occur and the
: centriods identifying the natural grouping of points.
6.4.2: Time Space Complexity of K-mecans:

*  The space complexity of K-means are calculaled based on the data points and centroids. The

required storage of centrond is O((m + K)n).
v Where ‘m’ is number of objccts, and ‘n’ is the nuniheriof attributes.

*  Thetime Complexity isO(n* K *1*d)
n = number of points, K = number of clusters,
I = number of iterations, d = number of attnbules

6.4.3. Limitations of K-mcans:
« K-means has problems when clusters are of diffefing from
- Sizes -
— Densilies
— Non-globular shapes -
o K-means has problems when the dafa‘contains outliers.

6.5. K-means: Additional Tssues: The issues encountered in k-means are

1. Handling Empty Clusters,, 2. Qutlicrs.
1. Handling Empty Clustegs: In the cluster if no points are allocated to find centroid during the

assignment step is called,the squared er, E). 1f this error occur, then need to replacement the
centroid, otherwisc the squared crror will be_climinated by split the cluster and reduce the overall SSE

of the clustering, If l.ht:ﬁ‘::Tt:"sz'm':i['a:':ﬁ:-gJ clusters, then this process can be repeated several times.

i . -'-__-‘_____.__‘——-— =
2. Outliers: The outliers may be of particular interest, such as in the case of fraud detection, where
outliers may“indicate fraudulent activity. Thus, outlicr detection and analysis is an interesting data
miningdask, referred to as outlier mining or outlicr analysis.
When the squared error is occur in the cluster with outlier (i.c. noise), \
may not be as representative as the SSE.

he resulting cluster centriods

6.6: Bisecting K-means: The Bisecting K-means algorithm is extension of the basic K-means
algorithm. The idea is to obtain K clusters set of poinls are split into two clusters and among which
one cluster is chosen to split, and so on. The details of bisecting K-means are given by Algorithm.

RISE KRISHNA SAl PRAKASAM GROUP OF INSTITUTIONS :: VALLUR - by Srecnivaas (GSR)... 9948808818.

WWW.KVRSOFTWARES.BLOGSPQT.CQ%\;IC amScanner

canne



Alpgorithm 3 Bisecting K-means Algorithm.

1 Initialize the list of clusters to contain the cluster contaiping all points

2 repaont

a Select a cluster from the list of clusters

¢ fori1=110numberof_ iterations do

5 Bisect the selected cluster using basic K-means \

6 cnd for :

7 Add the two clusters [rom the bisection with the lowest SSE to the list of clusters.
§ until Until the list of clusters contains X clusters

Example: Bisccting K-means and Initialization: To illustrate that bisecting K-means is less suséeptible
to initialization problem. This is shown in fip.

°© 5@ 4 e o =] a v o7 o
o"vo o] Q-3 po0 0O vv g% B
= 4 Q e v X1
%30 a‘:}a"‘ %90 °%" Fe %U_i,g
000 g & 54 2ol g oo ve? o oo D .
o ﬁaa o 9o, 0 o,
+ + +
° o8 g ° oo o od.
288 e b ol o35 afad
a ooo a adH . unn " alad . u-D A adp
Py A
(a) Iteration 1. (b) Itcration 2. (c) Itcration 3.

Flgura 8.8. Bisecting K-means on the four cluskers example,

* Inthe figure.
o The iterationl found two pairs of clusters,
o The teration2, the rightmost.paic of clusters is split and
o The iteration 3, the leftmostpair of clusters is split.
» Bisecting K-means has less trodble’with initialization because it performs several trial
bisections and taokes the one with the lowest SSE and there are only two centriods at
each step. '

6.7: K-means and Different Types of Clusters:

K-means have a numberofdimitations with respect to finding different types of clusters. In particular,
K-means has difficulty to'detect the “natural” clusters, when clusters have non-spherical shapes or
widely differcnt sizes.or densitics. This is illustrated by following figures: (8.9, 8.10, 8.11, 8.12)

00,0 Do Q ] OD
o [} o a0
0 _O4 o 0 .04 o
po o uo?:gnn ooc,o ) RE B °o°.;-. % .o ) oo
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g% 0 "55 090%00¢ ¢ o D0 "ge 0900000 ¢
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©0% ppo O 0090 000 O
0g OO 00 o
(a) Onginal paints, (b) Three K-mcans clustors,

L]

Flgure 8.9. K-means with cluslers of diiorenl size,
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- Flgure 8.10. K-means with clusiers of difizrent denstty.
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: Figure B.1Z Uslng K-means 1o Nnd chrlers hal are subchsiers of |ha naluml chae,
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The figure 8.9, K-means cannot find the three natural clusters because one of the
clusters is much larger than the other two and the larger cluster is broken.

The figure 8.10, K-means fails to find the three natural clusters because the two smaller
clusters are much denser than the larger cluster,

The figure 8.11, K-means finds two clusters that mix portions of the two natural clusters
because the shape of the natural clusters is not globular,

» The figure 8.12 shows what happens to the three previous data sets if we. find six
clusters instead of two or three,

6.8: ij eans as an Optimization Problem: One way to solve thissproblem “1o find a
global optimum” is to enumerate all possible ways of dividing the points into clusters.and then choose the set of
clusters that best satisfies the objective function. Eg: Minimize the total SSE K-means algorithm and Derivation
af K-means for SAE, =

Derivation of K-means as an Algorithm to Minimize the SSE: The"K-means algorithm which is
used fc_:r centriod can be mathematically derived when the proximity funetion is Euclidean distance and
the objccmrf:_ is to m_i_rii__rzz_idze the SSE " In order to minimizesthé cluster SSE, the cluster centroid is
U@ﬂﬂ}i\_cmmmuy. The minimizedequation repeated for one.dirnensional data as.
X Here
SSE=F ¥ (¢-x) —>C; is the i* cluster,
i=1 xeC, ~~~  —?xisapointinC
- —>c; is the mean of the ii" cliSter.

This can solve for the K" centroid ¢, is minimize equdtionby differentiating the SSE.

K
d/d SSE =d/d T T (ci—x)?

i=1 xeC;

K
=5 dds ¥ (c;—x)°
1=1 xeC;

= EZ'(Ck"Xh)=U
xcC,

Derivation of K-means for SALE : To demonstrate that the K-means algorithm can be applied to
bjective functions, and partition the data into K clusters such that the sum of the

a variety of differe
i1s minimized. The Sum of the L,

Manhattan (L;) distances of points from the center of their clusters
absolute errars (SAE) is minimized by the following equation.
Considering one dimensional data dist L; = |¢; — x].
K
SAE = Z z deIL] (Cj, K}
=1 xeCj

Here
>C;is the i cluster,
—>x is a point in Cj
Sc¢; is the mean of the i cluster. ]
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izing the cquation (1) by differentiating the SSE for i™ eentrind Ci. It sets the SSE 1o zerg

K
v SAE =d/d. E E disty (cy, X)
=1 ch.—
K
= ¥ ¥ dide disty (ci- x)
1=1 xeC,

Y sign(e, - x)
xcC;

¢, = Median x € C; which is the median of the points in the clusters.

\/(9. Agglomerntivc Hicrarchical Clustering: Hierarchical clusteringiechniques are a

second important category of clustering methods. But these techniques are most commonly used in
many clustering algorithms. There are two basic approaches for generating a hieratchical clustering:

- -

1. Agglomerative: This technique is used to start with the points as individual and at each step, it
merge the closest pair of clusters. This defines a notation of clustérproximity.

2. Divisive: This technique is used start with one, all-inclusive ‘eluster and at each step, split a
cluster until only singleton clusters of individual points'tefmain. In this case, we need to decide
- T Tr———— g
which cluster to split at each step and how to do the splitting:

A hierarchical clustering is often displayed graphically using a tree-like diagram called a dendrogram.
This displays both the cluster and sub-cluster relationships and the order in which the Clusiers were

——

merged(agglomerative) or split(divisive). This appro4ch'is expressed in Algorithm.

i =
Basic agglomerative hicrarchical clusteringalgorithm:  FERanasys ;t{';;":-t FEEY . .i.\,:':
1. Compute the proximity matn_x,._lfncccssary. Eﬁ‘hﬁﬁ*}m&?fr?? DR T R .,;‘-1
2. Repeat the steps 3 & 4 until only,onc cluster _5_ \.. Jer _M.,':‘
remains P kAT S T \
3. Merge the closest two clusters ar ek c};;"
4. Update the proximity .matnx to reflect the [ b r,.-k:"'
E Eavir[ : 1

proximity b/w the newscluster and the original

clusters. '}:’ w T O

, i e cluster remains. L AT (e O A

5. Until Only one clu -, i qﬁ:ﬁﬁiﬂ:g‘{h‘ 5 ;?4?1'..4 ke

. ! e " ra Lt banfyy Ty ‘._-‘.i. A oty el Y . ‘atE: .- s =

Many  agglomcerative  hicrarchical  clustering ciRhb ..-u.-*.-tgbw'ﬁr.:i A PR s el

techniques are MINFMAX, and Group Average.

MIN: It defifes.cluster proximity as the proximity b/w the closest two points that are in different
clusters, oruging graph terms, the shortest edge b/w two nodes in dilferent subsets of nodes.

MAX: This technique defines the cluster proximity as proximity b/w two points that are farthest from
each other in different clusters. In graph terminology, the maximum edge b/ the nodes that belong ™o

different nodes subsets is a MAX.
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Group Average: This technique defines cluster prux:nul}f to be the average pair wise proximities of all pairs
from drl’l’crcm clusters. These 3 lr.:v:hmqucs are |llustralcd in lhc following figure:

B e SR
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41' -!"} .l‘-. .ﬁ-"r-\'ﬁ-l
.h‘..wr ‘lr‘bq

{ ™ I 4 ” JI o - 5 ‘.
ety .SL
Ay b X

\";} rf“

Ll 411 Earrd At et/ 35 o WA e ULt B

6.9.1: Time and Space Complexity: The basic agglomerative hierarchical clustering algorithm
requires the storage of ';__p_uumntc

Where m is the number of data points.

» The space needed to keep track oi’ the clusters is proportional.to thernumber of clusters, as m —
1. Total space complexity 18 O(m?).

» The overall time required for a hierarchical clustering based on Algorithm is O(m? log m).

_-____‘———u—
e The space and time complexity of hicrarchical c]uslcrmg severely limits the size of data scts
that can be processed. ‘ e

_6.9.2: Specific Techniques of Agglomerative lierarchical clustering:
The specific techniques are illustrated for the behavier'ef the various hicrarchical clustering algorithms. This
uses simple data that consists ol 6 tw o-dlmcnsmnal pmnls shown in ﬁg
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Single L. :nk or MIN* For Smglu. line or MIN technique, the proximity of two clusters is defined as the
minimusm-oithe-distance b/w any two points in the two different clusters. The single link technique is

good at handling non-clliptical shapes, but is sensitive to noisc and outliers.
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BELAN clustering.
- Figure (b) shows, the same
information, but as a dendrogram. The height at which two clusters are merged in the dendrogram
" reflects the distante ol 1he two clusters. From table 8.4, the distance b/w points 3'and 6 15 0.11, and

that is the height at which they are joined into one cluster in the dendrogram. X

Another example, the distance b/w clusters {3,6} and {2,5} is given by

dist {3,6}, {2,5} = min (dist(3,2), dist(6,2), dis(3,5), dist(6,5))

=min (0.15,0.25,0.28,0.39)
=0.15

Complete Link or MAX or CLIQUE: For complete link or MAX technique of hierarchical

clustering, the proximity of two clusters is defined as the maximunyof the distance b/w any two points

in the two different clusters. = O N

For example: The following figure shows the result of applyirig the single link technique to data set of

SiX points. ot gy 31T
From table 8.4, the points 3 and 6
are merged first. For example,

Points {3,6} is merged with {4},
instead of {2,5} or {1} because:

Dist({3,6),{4}) = max(dist(3,4),
dist(6,4)

= max(0.15, 0.22)

=0.22
Dist({3,6},{2,5})=max(dist(3,6),dist(
6,2)

,dist(3,5),dist(6,5)
= max(0.15,
0.25,0.28,
0.39)
=0.39
dist({3,6}, {1} = max(dist(3,1), dist(6,1)
= max(0.22,0.23)
=0.23

Group Average: For the group average of
hierarchical clustering, the proximity of two

ﬁl --. "':r ll rl' ' k.%%m“
p - A e R B ey
clusters is defined as the average pairwise = T

x I

x& : P (316)
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different clusters. This is an intermediate approach b/w the single and complex link approaches. Thus,
for proup average, the cluster proximity (C, , C;) of clusters C, and C;.

For example: The following figure shows the result of
applyving the complex link technique to data set of six
points. The group average is illustrated as follows.
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Because dist({3,6,4}, (2,5} is smaller than dist({3,6,4), {1}) and dist({2,5} {1}, clusters {3,6,4} and
{2,5} are merged at the fourth stage.

6.10: DBSCAN: Density-based clustering locates regions of high derfsity that are separated from
one another by regions of low density. It is a simple and effcc(ive depsity-based clustering technique
for density based clustering.

Traditional Density for Center-based Approach:

[n the center-based approach, density is estimated for a‘particular point in the data set by counting the
® & . = e L . . . * - -

number of points within a specified radius, £ps,.of that point. This includes the point jtself. This

technique is ﬁi‘éjﬁhiﬁﬁ]l_y;i—l]-u_sgalcd. The number of points within a radius of Eps of point A is 7,
including A itself.

This method 1s simple to implement, but the 'density of any point will depend on the specified radius.
For example, if the radius is large enough, then all points will have a density of m, the number of

points in the data set.  Similarly TM g Tadius is too small, then all points will have a density of 1.

Classification of points Aceording to Center-Based Density: The center-based approach

to densily allows us to classify a'point as being
1) In the interior of a'dense region (a core point).
2) On the edgeofadense region (a border point)
3) In a sparsely oecupied region (a noise or background point).

The figure graphieally illustrates the concepts of core, border, and noise points using a collection of
two-dimensional points.

-

Figurs 820, Center-bawd
RISE KRISHNA densdy. Flgure 8.21. Core, border, and noise painks. 948308818
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