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UNIT-II

Data Pre-processing: Data Preprocessing: An Overview of Data Cleaning, Data Integration,
Data Reduction, Data Transformation and Data Discretization

2.1. Data Preprocessing: The real-world databases are highly susceptible to _noisy,
_missing-data due to their huge size and merging the different data from multiple sources.
These data need to_process for r usage. To do, dlfferent data processing techmqucs were

developed.
Data Preprocess Techniques:

e Data Cleaning: It can be applied to remove noise and correct the inconsistence data in
the database. T e

e Data integration: It merges the data from multiple sources into coherent data store.
such a Data Warehouse.

e Data Transformation: Normalize the data for accuracy It means, transfer the data
from one format into required format. e S Sy

e Data reduction: It teduces the data size by aggregating; elrmmatmg redundant
features, or cIustermg for instance. T ———
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Need for preprocessing; Incomplete noisy and inconsistent data are common place

properties of large real world databases and d data warefouses.
e Incomplete data.can’occur for a number of reasons. For example,
v Customer information for sales transaction data may not be available all attributes.
v Relevant.data may not be recorded due to a misunderstanding.
¥v" Missing data for some attributes.
v Modification to the data may have been overlooked.
v"“Data that werg inconsistent with other recorded data may have begn deleted.
" o Noisy data can occur for a number of reasons.

v The data collection instruments used may be faulty.
v Data entry errors occurring by human or some data errors are occurrmg by
R S ——

comguter.
v<Errors in data transmission can also occur.

e Inconsistent data can occur only when ﬁle proccss ng is in usage. »
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/2.2.Data Cleaning: Real-world data can be vw-&po%-»»—- [eotansrngiatig )
incomplete, noisy, and inconsistent. Data cleaning AR

i . ) ! A oy f
routines (algorithms) to w_v_al_ucs, noisy and ko, o s
inconsistent data, :

-_—
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7°2.2.1. Missing Values: Many tuples have - no_value for several attributes. For example: not

entered customer income. This can be filled as the missing value. To remove the missing
values, follow below methodse”™ !

e Ignore the tuple: In data mining, tuple contains several attributes with missing values,
It is poor performance for data mining. So avoid the missing values problem.

e Fill in the missing values manually: This approach is time-consuming and may not be
feasible for large data set with missing values.

o Use a global constant to fill in the missing value: Replace all missing attribute values
by the same constant such as a label like “unknown” or o

o Use the attribute to fill the missing value: Replace the missing)values based on
attributes by computer command. For example, “missing the income, of customers” as
empty. This empty income will be replaced by a given data i.e. $28000.

o Use the decision trees to fill the missing value: By\using decision tree algorithms,
filling the missing values in the attributes. '

72.2.2. What is Noisy Data? How to Handle Noisy Data? !
Noisy is a random error or variance in a measured variable. Noise is removed by using data
smoothing techniques The smoothing techniques ™ are anmg, clustering, combmed
computer, and regression.

Binning method: first sort data‘and'partition into (equ1-depth) bins then one can
- smooth by bin means
» smooth by bin median
« smooth by bin boundaries

- Clustering: Detectand.remove outliers

- Combined computer and human inspection: Detect suspicious values and
check by human,

- Regressiomn: smooth by fitting the data into regresswn functions
anmg methed It can smooth sorted data values by consulting its “neighborhood”
data. The sorted values are distributed into number of “buckets” or “bins”. Because
binning, methods consult the nelghborhood of values, they perform lgggl_mg&hﬂg._‘
For example, sorted for price in dollars is shown in bin method. For example, Sorted
data for price : 3,7,14,19,23,24,31, 33,38

Step1: Partition into bins: (The sorted data of price is partitioned into equal parts)

Bin 1:3,7,14 = Bin2:19,23,24 Bin 3: 31,33,38
Step 2: Smoothing by bin means: In thxs step each value in a bin is replaced by mean |
value of the bin.

For example, the mean of the values 3, 7, & 141 in bin 1 is 8 i.e.[(3+7+14)] /3=8]

Bin 1: 8,8,8 Bin 2: 22,22,22 Bin 3: 34,34,34°
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n smoolhipg by bin boundaries, the maximum &
fy as the bin boundaries. Each bin value is then
ue. In general, the larger the interval range of

Step 3:Smoothing by bin boundaries: 1
minimum values in give bin or identi
replaced by the closest boundary val
values in each bin is constant.
Bin 1: 3, 3, 14 Bin 2: 19, 24, 24 Bin 3: 31, 31, 38
Consider the another following example: Sorted data for price (in dollars):
Lo 489,15, 21,21,24,25, 26,28, 29, 34
Partition into (equi-depth) bins:

-Binl: 4,8,9, 15

-Bin2: 21,21, 24,25

-Bin 3: 26,28, 29, 34
* Smoothing by bin means:

-Binl: 9,9,9,9 4+8+9+15)/4=9
-Bin 2: 23,23, 23,23 (21+ 21+ 24 + 25)/4 =23
-Bin 3: 29, 29, 29, 29 (26 + 28 + 29 + 34)/4 =29
* Smoothing by bin boundaries:
-Binl: 4,4,4,15 (minimum value is 4 and maximum value is 15)
-Bin 2: 21, 21, 25, 25 (minimum value is 21 andunaximum value is 25)

) -Bin 3: 26, 26, 26, 34 (minimum value is 26'and-maximum value is 34)/’.
/2’./ Clustering: A cluster can detect the

« . C -~ o
similar values which formed as group. (/o/g,)' 00 00O — Suster
{  The outlier group values are specified =% S =2 o 7 2
* outside of the cluster, shown in figure. o 22D ool > Curfer chumer
3s Regression: Data can be smoothed by fitting the data to a function is called regression.

Linear regression involves finding the “best” line to fit two variables. So that one
variable can be used to predict the.other.

4. Inconsistent Data: Inconsistent“data occur due to during data entry, functional
dependencies b/w attributes<and missing values. The Inconsistent data can be détected

and corrected cither by manually or knowledge engineering tools. y

PEESSE

2.2.3. Data Cleaning as'a Process:

1. Data inconsistency detection: For data consistency, follow the below steps.
o . Check metadata of database.
o Check field overloading
o -Check unigueness rule, repeated rule and null rule

¢ 'Use commercial to _ )
o Data _scrubbing (cleaning): For example, (postal code, spell-check) to

detect errors and make corrections. o
o Data auditing: by analyzing data to discover rules and rela\tlonshlp to
detect violators (e.g., correlation and clustéring 10 find outliers).
e Data migrafion and integration: . :
o Data migration tools: allow transformations to be specified

/
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o ETL (E\tractnon/Txansformahon/Loadmg) tools: - allow users to Spe
transformations through a graphical user interface

o Integration of the two processes:
o Iterative and interactive (c.g., Potter’s Wheels)

72.3. Data Integration: In data mining, merging the data from multiple sources and
store it in Data war chousmg The multiple sources may be mulliple databascs data cubes, or

ﬂat files. s SR i)
“There are number of issues to consider during data integration process. They are

S .

/2.3. 1. Schema integration and object matching: In schema integration, multiple data“sources
must be matched. In this case entity identification_problem will be raised. For\example,
observe that the customer_id in one database and customer_id in another database must be
same entity. Otherwise “entity identification problem will be raised”.

2.3.2. Redundancy : 1t is another important issue. It redundant the attributes when preparing
annual report from multiple quarters sales of AllElectronics company. .

¥ Correlation_Analysis: Given two attributes can measurehow strongly one attribute
implies the other, based on the available data. For nominal-data, we use the x_ (chi-
square)_test. t. For numeric attrlbutes we can use ‘the correlation coefficient and

B

IINCTIC atlribl
covariance, both of which access how one attribute’s valies vary from those of another.

SR

For example: ExampleCorrelation analysis of ndminal attributes usmg x2. Suppose
that a group of 1500 people was surveyed,“The gender of each person was noted. Each
person was polled as to whether his or her preferred type of reading material was
fiction or nonfiction. Thus, we have two.attributes, gender and preferred reading.

The observed frequency (or count)'of each possible joint event is summarized in the
contingency table shown in Table, where the numbers in parentheses are the expected
frequencies. The expected frequencies are calculated based on the dala distribution for

both attributes using Eq. =

Using Eq., we can verify the expected

counf{male) x wunl(ﬁcﬁon) 300 x 450 frequencies for each cell. For example,
&= ' S————= %, the expected frequency for the cell (male,
' i 1500 fiction) is and so on.
J's i Table Da . .
Example 2.1's 2 x 2 Contingency Table Data Umng Eq ( 31) for X2 compulation,we gt
male female Total
fiction 2500 . . ‘A0(60) AP y (50-%0) (50-2100 (200-360) {1000 840)2
nori_fiction 50 (210) 1000 (840) 1050 = + + +
Total 300 1200 1500 . % 210 360 8§40
2. Note: Ate gender and preferred_reading correlated? =44 + 12150 +7111 + 3048 = 507.93.
3. : : ‘

Covariance_(Numeric_Data): In probability theory and _statistics, correlation and
covariance are two similar measures for assessing how much two attributes change

‘together,
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Consider two numeric attributes 4 and B, .and a set of n observations {(al,bl), . . .
(an,bn)}. The mean values of 4 and B, respectively, aré also known as the expected

values on 4 and B, that is, o 7
e F(A) = A.—_ .ﬁ[ﬁ.ﬁi I;(B =B= z"""[ b
" n
The covariance between A and Bis defined as . b B o
o - - - (4= A)b;—B
Cov(A, B) = E{(A— A)B—By) = LimG=Abi=B) Z ol — B
1 = ol -
Table Stock Prices for AllElectronics and HighTech i
_ - i 64+54+4+342 (20
Time point AllElectronics HighTech E(AllElecrronics) = wd N L ==54
: 5 5
tl & 20
° o 20+10+144545 54
2 3 10 E{HighTechy = + — p= = 2,4— = $10.80.
t3 4 14 7 i
t4 3 5
&) 2 3
Thus, using Eq. .we compute
R 6x 204+ 5% 10+ 4 x <5 >
Cov{ AllElectroncis, HighTech) = x0T Ax 14T 3ot 2% —4x 10.80

5
= 5012 —43.2=7.
Therefore, given the positive covariance we can say that stock prices for both companies
rise together. -

.3.3. Detection and resolution of data value conflict:

a) For example, given two attributes'ean measure how strongly one attribute implies the
other based on the available data.

a) For example, for the same real-world ¢ ntlty, attribute values from different sources may
differ. This may be.due to differences in representatlon scaling, or encoding. For
o me—c—t D a—————

instance, a weight-attribute may be stored in metric upits in one system and British
imperial units in\another. )

This is done by using correlation method.

The correlation b/w attributes Aand Bcan . _ D@ =AYb —B) _ Y. (@b)-ndB
measure by-the formula (Correlation 4B (11—1)0‘40‘3 k (n-1)0,0;
Coefficiént) el

where n is the number of tuples, A and B are the respectlve means of A and B, g.,_aniql
are the respective standard deviation of A and B, and Z(ab;) is the sum of the AB cross-
product

v Ifras > 0, A and B are positively correlated (A’s values increase as B's). The higher,
the stronger correlation.

v" rap = 0: independent; rap <O0: negatively correlated
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41. Data Reduction: Data reduction techniques can be applied to obtain a reduce
representation of the data set that is much smaller in volume, and closely maintain the
integrity of the original data. That is, mining on the reduced dataset should be more
efficient to produce the same results.  —— ‘

| Why data reduction? — A database/data warehouse may store terabytes of data.
Complex data analysis may take a very long time to run on the complete data set. For
example, to know one student result, it needs to extract from the entire result.

2.4.1. Data Reduction Strategies: Data reduction strategies include dimensionality
reduction, numerosity reduction, and data compression. TAY

. . ° . . — 3 e 1
1. Dimensionality reduction is the process of reducing the number of randdm variables
or attributes under consideration. Dimensionality reduction methods include waveler
\t]'anMnd principal components analysis, which transform or project the Griginal

data onto a smaller space.

2. Numerosity reduction techniques replace the original data volume by alternative,
smaller forms of data representation. These techniques’ may be parametric or
nonparametric. T -

v For parametric methods, a model is used to estimate the data, so that typically only
the data parameters need to be stored, instead-ef the actual data. (Outliers may also
be stored.) Regression and log-linear models are examples. '’

v Nonparameéiric thethods “for storing reduced representations of the data include
histograms, clustering, sampling, and data cube aggregation. ‘

am——-——

. Data Compression: In data compression, transformations are applied so as to obtaina
reduced or “compressed” representation of the original data. If the original data can be
reconstructed” from the compressed data without any information_loss, the data
reduction is called lossless”If; instead, we can reconstruct only an approximation of the

lb)

2.4.2. Wavelet Transforms:

original data, then the data'reduction is called IOSSX7
The discrete wavelet transform (DWT)
is a linear signal processing technique that,

when applied 10 .4, data_ vector X, T ﬂ | m | m N N hp |

transforms it to a ‘numerically different gsh]-{
vector, X’, of ‘wavelet coefficients. The \
two vectors are of the same length. W-hen ,
applying this technique to data reduction, 0o}
we .consider each tuple as an n-
dimensional data vector, that is, X = |

(T2, ...,xn), depicting n measurements -0.5}

made on the tuple from »n database \y j
attributes, - ARRE W RN
For example, in cricket play, the two team -} 0.2 0.4 0.6 0.8 1

play is shown in Wavelet Transform. In ' Time (seconds)

this case the reduction technique can select only one based on the success of the team.
B e — RPRA-DMDW-srcenivaas- (9494528949)
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“How can this technique be useful for data reduction if the wavelet transformed data are of
the same length as the original data? ”’

each iteration, resulting in fast computational speed. The mcthod isas follows:

1. The lengtl}, L, of the input data vector must be an integer power of 2. This condition can be
met by padding the data vector with zeros as necessary (L >= n). |

2. Each transform involves applying two functions. The first applies some data smoothing,

su9h as a sum or weighted average. The second performs a weighted difference, which.acts to
bring out the detailed features of the data. T
clared ieamres

3. The two functions are applied to pairs of data points in X, that is, to“all pairs of
measurements (xz ,xz +1). This results'in two data sets of length L/2. In“general, these
represent a smoothed or low-frequency version of the input data and-the high frequency
content of it, respectively. '

4. The two functions are recursively

. ¢ . 0.8
applied to the data sets obtained in es- :) . /\
the previous l-oop, until the resulting ,_ »
data sets obtained are of length 2. . sl
5. Selected values from the data sets g, el
obtained in the previous iterations ~10-05 00 oSiads 20 0 2 4 €
) a2 Thy Dasbochics-4

ate  designated the  wavelet

coefficients of the transformed data. Examplesof wavelet families, The number next to a wavelet name is the number of vanishing
mosmentsofthe wavelet, This is a set of mathematical relationships that the coefficients must

2.4.3. Principal Components - satisly and is related to the number of coefficients.

Analysis: Given N 'data vectors from h=dimensions, find £ < n orthogonal vectors (principal
components) that can be best used towrepresent data.

The basic procedure is as follows:

1. The input data are normalized; so that each attribute falls within the same range. This step
helps ensure that attributés with large domains will not dominafe attributes” with smaller

et B T

ooz T T T

domains. e
2. PCA computes %.orthonormal vectors that provide a basis for the normalized input data.

These are unit vectors'that each point in a direction pe endicular to the others. These vectors

are referred to-as the principal components. The input data are a linear combination of the

principal components. T

3. The principal components are sorted in order of decreasing “significance” or strength. That

is, the sorted axes are such that the first axis shows the most variance among the data, the
second axis shows the next highest variance, and so on. X,

For example, Figure shows the first two principal components, ¥1 and
Y2: f?' the given set of data originally mapped to the axes X1 and X2.
This information helps identify groups or patterns within the data.

i

y,

/
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ccreasing order of “significance,” the data s,

he components are sorted in d ) .
e oed & h those with low variance.

be reduced by climinating the weaker components, that is,

2.4.4. Attribute Subset Selection: Data scts for analysis may contain hundreds of attributes,

~many of which may be irrclevant to the mining task or redundant.
For example, if the task is to classify customers based on whether or not they are likely t,o
purchase a popular new CD at AllElectronics of a sale, attributes such as th.e customer’s
telephone number are likely to be irrelevant, unlike attributes such as age or music taste.

This can be a difficult and time consuming task, especially when the data’s Pehawor is n?t
well known. Therefore, it is causing confusion for the mining algorithm. This can TeSl.llt. in
discovered patterns of poor quality and redundant attributes can slow down, the mining-

process.
Other Attribute subset selection:

1. Stepwise forward selection: The procedure starts with an empty set of attributes. The
best of the original attributes is determined and added to theéset.

2. Stepwise backward elimination: The procedure starts with the full set of attributes. At
each step it removes the worst attribute in the remaining set.
3. Combination of forward selection and backward, élimination: The stepwise forward

selection and backward elimination methods can be combined to produce the best
attribute and removes the worst from among the remaining attributes.

4. Decision tree induction: Decision tree, algorithms (e.g., ID3, C4.5, and CART) were
originally intended for classification.

2.4.5. Regression and Log-Linear Models:

o Regression and Long-linear models: This model is used to_approximate the given
data. In this data arée'modeled to fit a straight line. For example, a random variable
Y can be modeled.asa linear function of another random variable X with equation

Y =a+pX.
e Linearregression: Y =wX+b PR
o Two regression coefficients, w and b, specify the line and are to be estimated
by using the data at hand ' ) ‘

o. Using the least squares criterion-to the known values of Y, Y5, ..., X}, X5, ...

. Multiple regression: Y = by + b; X; + by X
o Many nonlinear functions can be transformed into the above
e Log-linear models: ,
o Approximate discrete multidimensional probability distributions. - -
o Estimate the probabilify of €ach point (tuple) in a multi-dimensional space for
a set of discretized attributes, based on a smaller subset of dimensional
combinations Useful for dimensionality reduction and data smoothing,. -

SR T T U——
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gram: An attribute data a partitions the data distribution of a into disjoint subsets, or
If each bucket represents only a single attribute-value, the buckets are called
singleton buckets.

For example, the following
data are best of prices of
commonly sold items at
AllElectronics.  The prices
have been sorted: 1, 1, 5, 5, 5,
5.5, 8, 8, 10, 10, 10, 10, 12,
15,15, 15, 15, 13, 20. 20, 20,
20, 20, 20. 20, 20, 25, 25, 25,
23,30, 30, 30. Belore reduction of data Afterreduction the data

i

130

e 55

Clustering: Clustering techniques consider data tuples as objects. They partition the
b. t . t l 0 R Y M‘E‘? . n 90
objects into groups or clusters. So, the objects within a clustér.are Ssimilar” to one another
13 . . . a9 . e ————— o L] F - .
and “dissimilar” to objects in the other clusters. In data reduetion, the cluster representations
of the data are used to replace tHe actual data. It is much\more effective for data that can be
organized into distinct clusters then for smeared data.

Sampling: Sampling can be used as a data reduetion 2 S I
technique because it allows a large data set\.to’ be = .
represented by a much smaller_random.sample of the 1 smSWR o,
data. Suppose the large set of D js divided into N 4 ~—7
. o e - T . PRSI 1
possible samples. This is shown figure in, ‘ n
T L - “mﬂ'
1‘)01
T201 |—
T101 . mll
7 —1] o
i 1
I P T
T
Startificd smple
{according 10 ape)
4] youth
T256 youth
/ T307 Yyouth
1491 youth
196 middie_pgod T3S youth
Raw Data T117[ middlo_nged T391 youth
Ti38 middle_ayed T11? middle_aged
T263 [ __middle_aped | T138 [ middie_aged
‘290 middlo_aged "OT90 middle_aged
¥ TaNs middlo_aged T326 nuicklle aged
‘ 326 middie_axed %9 senior
Tas? middle_aged
T69 senlor
T284 sendor
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Data __cube _aggregation:  Applying the

aggregation operation on the construction of a data Y"'“'Im"’
cube. For example, the data of AllElectronics sales |r;;;,‘§mgm -
per quarter for the year 1997 to 1999 is aggregate into B e
one report, shown in figure. Yaedil] _ fof}
Quarter |  Sales l: - Year |  Sales
Sales data for a given branch of AllElectronics for | & s lt] — |00 | sracom

the years 2008 through 2010. On the /efl, the sales | @3 gg;’%’ 20101'53,594,000
are shown per quarter. On the right, the data are = -
aggregated to provide the annual sales.

-~ — . " /
- 2.5. Transformation: In Data Transformation, the data are transformed.or S G
consotidated into forms for mining. Data Transi‘brmatiomng. L

* Smoothing: It removes the noise from data by using the techniques such as binning,
clustering, and regression. _ | . ) :
* Aggregation: Aggregation means Summary of multiple'data. For example, the daily

or qyarterly sales data may be aggre%aitm_efﬂc!gs monthly or annual report.

e Generalization: Generalization means, low. level or “primitive” (raw ) data are

replaced by high-level concept with the use of hierarchies. 7l
—_— —T T ]

* Normalization: Normalization mearis create the unstructured data as well structured
data by using normalization methods. “For example, convert the data from -1.0 ¢
1.0, 0.0 to 1.0 and so on. The normalization methods are §

1. min-max normalization
2. z-score normalization and
3. Normalization by decimal scaling.

1. min-max normalization: It performs a linear ion on the original data.
Suppose that min * and max A are the minimum and maximum values of an attribute
A. These can be computed by using the formula.

V- miny :
v= = (new_maxa - new_min, ) +new_miny
max, — min,. P

e Example: Let income range $12,000 to $98,000 normalized to [0.0, 1_.0].T

Then $73,000 is mappedto  73,600-12,000
1.0-0)+0=0,
~ 98,000-12,000 0~ 0+0=0716

2. z-score normalization: In this method, the values for an attribute A V=l
are normalized based on the mean and slrc;tlc’fg’d,dgyiaﬁon_gﬁ A. Value v'=
of V or A is normalized to V by computing, 73.600—54.000 Ox
Example: Let p = 54,000, ¢ = 16,000. Then . T 000’ =1.225§
PRSP S -_-...--.., 10404478040}
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3. Normalization by decimal scaling: Normalizes b i i i
: al scs : ¥y moving the decimal point
of attribute A. The number of decimal points depends on the maximum él?slglu(t)g XZ}:}XZ
of A. A value V of A is normalized to V' by computing.  V=V/1.0" Where j is
smallest integer, For example, in the range -986 to 917, the maximum absolute value of

6\91? 9? To normalize by decimal scaling by dividing each value 1000. i.¢ -0.986 and
917 '

4. Concept hierarchy generation for nominal data, where ,
attributes such as streef can be generalized to higher-level oy ) 15 distinet valuex
concepts, like city or country. Many hierarchies for
nominal attributes are implicit within the database schema —

and can be automatically defined at the schema definition province_or_state ) 363 distinet valux
level. o

A

\

v oo

ci{:-) 3567 distinct vales

street 674,319 distiags values

For example, a time dimension in a database may contain

20 distinct years, 12 distinct months, and 7 distinct days of

the week. However, this does not suggest that the time

hierarchy should be “year <month < days of the week,”
- with days of the week at the top of the hierarchy.

[\

;

2.6.Discretization Technique: It can be used towreduce the number of values for

a given continues attribute by dividing the range of attribute into intervals. Interval labels
, can then be use to replace actual data values.

' > Features of Data Discretization:
-> It leads to a concise
-> Easy to use
-> Kriowledge-level representation of mining results.
=>Categories of Data Discretization:
-> Supervised discretization
-> Unsupervised discretization or splitting h‘s'\'orawm
- Top-down discretization'or splitting. 2003
-> Bottom-up discretization‘or merging.

->Concept hierarchy “Methods: A concept hierarchies for g
numeric attribute can‘be“constructed automatically based on data
distribution _analysis. » It has five numeric concept hierarchy
generations, namely binning, histogram analysis, cluster analysis,

entropy-based"discretization, and data segmentation by ‘natural 1l
partitioning.’. : $100,8200,S300 ........ S1000
1.Binning: Binning is‘a top-down splitting technique  based on a specified number of bins.
Binning method can smooth sorted data value by consulting its “neighborhood” datz'x. These
methods are also used as discritization method for numeric reduction and concept hierarchy »
generation. This method can be applied recursively to partition in order to generate the
lligg_r_chies. T

/
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2.Histogram analysis: Like binning, histogram analysis, is an unsupervised discretization
technique because it does not use class mermatlon In‘the figure, a histogram showing the
data distribution of the attribute price Tor a givefidata set. For example, the most frequent
price range is roughly partitioned as $0 -$100,$101,-°$200, and so on.

3. Cluster Analysis: Clustering is a method"of grouping data into different groups, so that in
each group share similar trends and it is.concept of hierarchy.

4. Entropy-based discretization: An mformatlon-based measure called entropy. It can be
used to recursively partition théwyalues of a numerlc attribute A, resulting in a hierarchical
discretization. Such a discretization forms a numerical concept hxerarchy for the attribute.
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