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UNIT -3 ::  Classification
What is classification? What are the classification models? Explair:.
3.1 Basic Concept of Classification: Ina Data warehousing, large database has huge
amount of raw data, which is analyzed and predicted to retrieve useful information to make
decisions,

For example, if we want to know the performance of the JNT University, we classify the student's
database based on their performance as above average, average, and below average students. «Erom
this category, if the classification shows below average students are more than above average, then
the decision making says “to improve JNT university performance”.

Definition of Classification: Classification is the task of learning a target functien f'that maps
each attribute set x to one of the predefined class labels y. The target functioniisialso known as a
classification model. A classification mode! can use in two purposes. fxgm?le rnWNoie boo k -

1. Descriptive Modeling: A classification model can serve as an explari@tory tool to distinguish
b/w objects of different classes. Consider the following example, that a Training set

consists descriptive data with based on condition. i.e.
"If(Age=65 AND Heard rate >70) OR (Age > 60 AND blood pressurei>140/70) THEN Heart Problem =
yes".

Training set

Ape Heartrate | Blood pressure | Heart problem
65 78 150/704 Yes
37 83 112/76 No
71 67 108765 No

2. Predictive Modeling: A classification model can also be used to predict the class label of
unknown records. Based on the abave'table, a classification model can-be treated as a black
box that automatically assigns a“¢lass label when presented with the attribute set of an

unknown record.

Prediction set
- Age Heart rate | Blood pressure | Heart problem
43 98 147/89 ?
65 58 106/63 ks
84 77 150/65 2

Classification techniques are most suited for predicting or describing data sets with binary or
nominal categories., They are less effective for ordinal categories. Fer example, to classify a person
as a member of*high, medium, low income,

Q. Give an explanation for solving a classification problem:
3.2 General Approach to solving a Classification Problem:
* A dlassification technigue is a systematic approach to building classification models from an

input data seft.
* The following figure shows a general approach for solving classification problem.

first a training set consisting of records whose class labels are known.

In this,
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» Using the training set building a classification model and find unknown class labels. Second,
using a training set can desire the class label with unknown data in the test sef.

Training Set
i e - Leaming
=N 125K Qg Algorithm
Kimp| 100K [N
NN N
g Induction
‘"{:‘ R \ ¥
N Leafn
E [ Model
V&R ~
Model
Apply
Model

3 Aﬁucﬂon

Figure 4.3, General approach for building a classification model.

3.2.1. Types of Classification techniques: '

+ Classification techniques are Decision tree classifiers,rule-based classifiers, neural networks
classifiers, support vector machines classifiers, and Nayie Bayes classifiers.

* The classification techniques using a learning algorithm to jdentify a model that best fits
the relationship b/w the attribute set and*class‘label of the input data.

» Therefore, the model which is generated' by.a learning algorithm should fit the input data
well and correctly predict the class labels of previously unknown records. That is, a learning
algorithm is to build models with good, generalization capability.

3.3 Decision Tree Induction:

3.3.1 How a Decision Tree Induction Works: A Decision Tree Induction has 3 types of
nodes. They are.
= A root node that hasino incoming edges and zero or more outgoing edges. :
» Internal nodes each of Which has exactly one incoming edge and two or more outgoing edges:
» Leafor terminalnodes, each of which has exactly one incoming edge and no outgoing edges.

Consider a following table that has "training set” with known class label.

Name Body Temperature| Gives | Aquatic Aerial Has legs Class label
Birth | Creature Creature

Human warm-blooded yes |no no yes mammal

Python cold- blooded no no no no reptile

Salmon cold- blooded no yes no no fish

Whale warm- blooded yes | yes no no mammal

Frog cold- blooded no semi no yes amphibian

Bat warm- blooded yes |[no no yes mammal

Pigeon warm: blooded no no yes yes bird

Cat warm- blooded yes |yes no yes mammal

penguin warm- blooded no semi yes no bird

eel cold- blooded no ves no no fish

canne
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e In the above table, the class fabel is classified into 5 distinct groups of species (related

item). But, they assigned into two categories such as marnmal and non-marnmal

« In this the first question is whether the species in cold or warm blooded. If it is cold-
blooded, then it is definitely not a mammal otherwise it is either a bird or a mammal.
* The second question is if they give birth or not. If they gives birth then they definitely

mammals otherwise they are not mammals.

Thus, using above association rules we can solve the classification problem for the given input data.

For example,

Name Body Temperature | Gives | Aquatic Aerial Has legs Class label
Birth | Creature Creature

Sparrow warm-blooded no no yes yes ?

pulasa cold- blooded no no no no ?

» In a decision tree, each leaf node is assigned a class label.
include the root and other internal nodes, contain attribute test conditions to separate
records that have different characteristics. For example, the'root node shown in figure that
uses the attribute Body Temperature to separate "warm-bleoded" from "cold-blooded”.

Mamrm‘éa

Neaor- nodes

Figure

right child of,the root node.
« If they are wdrm-blooded then a subsequent attribute "gives birth” is used to distinguish

mammals frem 6ther warm-blooded creatures (i.e. they are mostly birds).

A dedision tree- for the: mammal clasgification problem.

R1x{GiveBirth = no) A (Can Fly = yes) - Birds

The non=mammal nodes, which

R2:{Give Birth = no) A (Live in Water = yes) - Fishes
R3:(Give Birth = yes) A (Blood Type = warm) - Mammals
R4: (Give Birth = no) A (Can Fly = no) - Reptiles

RS: (Live in Water = sometimes) — Amphibians

In this, all cold-blooded are non-mammals and created non-mammals as a leaf node at the

3.3.2. How to Build a Decision Tree: The decision tree is build by using efficient

decision“tree algorithm.

Such as Hunt's algorithm.
induction algorithms were developed. They are ID3, 4.5, and CART.

Using this algorithm, many decision tree

Hunt's Algori'rhm: In Hunt's algorithm, a decision tree is constructed in a recursive fashion by
partitioning the training records into successively purer subsets.

BVSR ENGINEERING COLLEGE :: CHIMAKURTHY - Prepared by sreenivaas- 9948808818

WWW.KVRSOFTWARES. BLOGSP(QcannthMCamScanner




yc} be the class labels.
Definition:
Step 1: If all the records in D, belong to the same class y, then t is a leaf node labeled as v,

Step 2: If D, contains records that belongs to more than one class, an "attribute test condition” is
selected to partition the records into smaller subsets.

e A child node is created for each outcome of the test condition and the records in D, are
distributed to the children based on the outcomes.

* Thus, the algorithm is then recursively applied to each child node.

Consider the following training set for predicting borrowers who will default on loan payments.

N\ &
) q"‘\rp ~u<‘°°°
2 L)
o T & Y
d :Homo ... Marital .. Annuat Defaulted

~owner Status “Income BO“’OWEF

From the table predicting outcome data whether a
loan applicant will repay the loan or not. Using the

m»é% training set table, the problem can be constructed
No (AR by examining the.records of previous borrowers.
Yes i‘dm”’%t%ﬁﬁ
No léx ﬂ,mx;m
wu .mgrw 11""')“gn'g

1‘, XX IS -‘H‘
:: ST

o A

e In this each record contains the persenakinformation of a borrower along with a class label
indicating whether the borrower has defaulted on loan payments.

e« The initial tree for the classifieation problem contains a single node with class label
"defaulted = No". It means thatunost of the borrowers successfully repaid their loans.

Fig (a) Defaulted = No
e The records are subsequently divided into smaller subsets
based on the .outtomes of the "Home Owner" test
condition. In thissif"Home Owner = Yes then that has all Ownar
. Yes No
records in same class. N
Defaulted = No Defaulted = No
e If test«condition is No [i.e. "Home Owner = No"] then the )

Hunt’s algorithm apply the step recursively, Because Home
Owner.is No has all records are in different class.

~1In the tree, the left child of the root node is
labeled “"Defaulted = Yes" then it is not
extended recursively. Defaulted = No

Single, Married
Divarced -
Defaulted = Yos Detaulted = No
BVSR ENGINEERING COLLEGE :: CHIMAKURTH" ©
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S
> The right child of the root node is continued ’ﬂ:{;(\
by applying the recursive step of Hunt's «.j‘_r‘v-/g?,
algorithm until all the records belongs to the V ~Jho
same class. The tree result the recursive steps Defaulted = No Marital

as shown in fig (d).

Defaulted = No Defaulled = Yes

(d9)

7:7 - Refuna- Marital. - Taxable s " Splitting Attributes

Status:  Income  Gheat

A

Yy €T

Married

Training Data Model: Decision Tree

3.4. Methods for Expressing~Test Conditions Attribute test conditions:
Decision tree induction algorithmiexpressing an attribute test condition and it can be done
different attribute type.
+ Depends on attributetypes
— Binary
— Nominal
— Ordinal
— Continuous
*  Depends'on number of ways to split
~. 2-way split
- Multi-way split Body
1. Binary attribute: The test condition for a binary attribute generate Tomperaturo
two potential outcomes. Shown in fig.

Warm- Cold-
blooded blooded
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2 Nominal Attribute: A nominal attribute can have many related values.

. Tts test condition can be expressed in two ways. 1. Multi-way, 2. Two-way.

« For a multi-way split the number of outcomes

depends on the number of distinct values for the

corresponding attribute. Status

» For example, if marital status has three

distinct values such single, married and

divorced. Its test condition will produce a

three-way split. Single Divorced Marmied

(a) Multiway spit

« The test condition can be split into two-ways i.e.
binary attribute. This is shown in fig.

Marital
Status

OR

{Marmmied} {Single, {Single} {Married, {Single, {Divorced}
Divorced) Divoroed)} Married}

(b) Binary split {by grouping attribute values}
3. Ordinal Attribute (Group): Ordinal attributes can alse, produce binary (or) multi-way splits.
Ordinal attribute values can'be grouped as long.as'the grouping does not violate the order

|

{Small, {Largs, {Small} {Medium, Large, [Small, {Medium,
Medium} Extra Large} Extra Large} Large} Extra Large}

(a) (b) ()
Different ways of grouping ordinal attribute values.
property of the attribute values. The figure shows two-way split.

4. Continuous “Attributes: For continuous
attributesiw.the test condition can be
expressed as a comparison test with binary
outcomes (yes or no)

In Multi-way, the test condition is done

10K, 25 25K, S0K)} {50K, 8OK])
based on Annugl Income in the given @) ( K by
ranges. ‘

, Tes! condition for continuous attribules.

BVSR ENGINEERING COLLEGE :: CHIMAKURTHY - Prepared by sreenivaas- 9948808818

WWW.KVRSOFTWARES.BLOGSP(QT.CQ%\;[C amScanner

canne



3.5, Measures for selecting the Best Split:
There are many measures that can be used to determine the best way to split the records.
These measures are defined in terms of the class distribution of the records before and

after splitting,

>Llet p(i/t) denote the fraction of records belonging to class s at a given node +.

In a two-class problem, the class distribution at any node can be written as (po.py).

where p;= 1 - po.
Measures :

r c-1

1. Entropy(t) = - Z p(i/t) log; p(i/t)
1=0
c-1
2. Gini(t) =1-X [pli/1))
i=0
3. Classification error(t) = 1 - max [p(i/1))

Greedy approach:

1. Compute impurity measure (P) before
splitting.
2. Compute impurity measure (M) after

splitting.
3. Compute impurity measuréof each child

node.
> M s the weighted impurity of children

4. Choose the attribure’test condition that
produces the highest gain Gain = P - M or
equivalently,\lowest impurity measure after

splitting (M)

— Nodes with purer class distribution are‘préferred

Need a measure of node impurity:

C0: 5
cC1: 5

High degree of impurhty

In the below examples,

C0: 9
C1:1

Low degree of impurity

- The Node N1 has the lawest impurity value.

= The Node N2 has the approximately Low impurity value.
=> The Node N3 has the equal number of records. So is high impurity.

Eg:
Node My | Count | Gini =1 —(0/6)? — (6/6)? =0
Class=( 0 Entropy = —(0/6)log,(0/6) — (6/6)log,(6/G) = D
Class=1 G Ecror = 1 —max[0/6,6/6] =0
Node N; | Count | Gini =1 —(1/6)? — (5/6)? = 0.278
Class=0 1 Entropy = —(1/6)log,(1/6) — (5/6)loga(5/6) = 0.650
Classm=] 5 Error = 1 — max|1/6,5/6] = 0.167
Node /¥y | Count | Gini= 1—(3/6)? — (3/6)? = 0.5
Class=0 3 Entropy = —(3/6)log,(3/8) — (3/6)log,(3/6) = 1
Class=1 q Error = 1 — max|3/6, 3/6] = 0.5
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Example to illustrate the best split using following fig.

>The class distribution before splitting is (0.500). Class distribution after splitting is

(0.333) A
: After Split
_’_Bcl'nre Solit |
Parent NI1| N2
C1 6 C0 | 2
Cl 3 3
C2 6 Gini = 0,456
Gini = 0.500
Before Split:

3> 1-(6/12) - (6/12)
>1-025-025

3> 05

After Split:

N1 1-(4/7)?-(3/7) N2 3> 1-(2/5) - (345¥
NI 3 1-(0.571429) - (0.428571) N2 3 1- (0.4)} =(0%)’
N1 = 1-(0.3265) - (0.1837) N2 2 1 - (0,16) - (3/5)

NI = 0.489 N2> _.0.480

The Gini Index of entire tree & 7/12 * 0,489 ¥5/12 * 0.480 - 0.486
splitirgof—Birony-pritsuibute-
3.6. How to determine the Best Split:

Cuniomicwr I | Gesader | Cag Ty Hhan S Ll
L M Faaruly Small [ET]
Consider the following example that explains the best 2 3| Spera | st | co
3 M Sprria Al R (=i}
T 4 [ - Large
SPIIT' = :: Spesis | Emrrs Lasge g
[ M Spana | Fovus Large | CO
T F Smrtn ucall <o
: F Bpeatn Swaall [w:]
Before Splitting: 10 records of class O, o ? himeq hess=i S
11 M Famid | (%]
10 records of class 1 ' gl el PP v
12 M Family Modwm 8 |
11 M Lurey | EatmLage| €1
1> ¥ Laxary Swand) ci
14 F Luxey Small (]
17 F Lurwry Shelivim 1
L] F Luney Maliym Cl
F
F
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In the above example,
» The Gender = yes then M has 6 in class label €O and 4 in class label CI.
Similarly, the gender = no then F has 4 in class label €0 and 6 in class label C1.
« The Car Type = Family then CO has 1 and €1 has 3. Therefore, the Car Type =
sports then CO has B and C1 has O, The Car Type = Luxury then CO has 1 and Cl
has 7.

» The Customer _id = 1 then CO has 1 and C1 has 0. Similarly remaining.

Before Splitting: Qo [ W0 __,p
C1 no1
B?
Yes Mo
Node N1 [Node N2 Node N3 Node N4 |
(&1 N10 co [ M20 Co | M30 @ [ w40
a N1l C1 | W21 c1 | M31 C1 | m41
M1 M12 M21 M22
_J
“ ~ J - -
M2 _
Gain = P - M1 M1 vs  P-M2
CO 6
Before Splitting Cl 6 P
Yes No Yes No
[Node N1) [Node h2]  [Nodo N1 [Noda N2]
N1 [ N2 N1 || N2
co| 4| 2 co
ci1|3]3 ci| 4
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3.7. How to determine the performance of test condition: The test condition
can be performed by using to compare the degree of impurity of the parent node (before splitting)
with the degree of impurity of the child nodes (after splitting). So, the gain  can be used to
determine the goodness of a split,
kK N(v))
A= I(parent)- ¥ ------- I(v))
71N
2Where I(.)is the impurity measure of a given node.
< Nis the total number of records at the parent node.
= Kis the number of attribute values and
= N(v) is the number of records associated with the child node v;.

Splitting the attribute values at various types:

= Splitting of Binary Attributes: The attribute which is having two category values then
they will split into two smaller subsets. Before Splitting,‘the Gini index is 0.5. It is
having equal number of records from both classes.

If an attribute A is choosen to split the data as: the Giniindex for node N1 is 0.4898 and
for node N2 is 0.480.

The weighted average of the Gini index is (7/12).x 0.4898 + (5/12) x 0.480 = 0.486.
If an attribute B is choesen to split the dafaast the Gini index B is 0.375

o <
= & > Yes Mo Yes Mo
ci| G
Ginl = 0.500 | [Node Nij Noda N2| |Noda N1 | Noda N2 |
M1 | H2 N1 || H2
col4j 2 co| 1] s
ci| 3|3 cCi1| 4| 2
Ginl = D.4B5 Ginl = 0375

Splitling binary atlributes.

Splitting of Nominal Attributes: The attribute which having two or more distinct
category values then they will split into two or multi way split.  This can be split into
binary grouping of car type attribute with 3 categories such as (sports, luxury, and

family).
The Gini index of Car type (sports, luxury) is 0.4922 and

the Gini index of {family}is 0.3750,

The weighted average Gini index for the grouping is equal to 16/20 x 04922 + 4/20 x 0.3730 =
0.468,
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=] 10 CCrE 3 0 7

Gind D.AGS8 Ginl 187 Glﬁr 0.163
{a) Birmary spi (b) Multway spiin

Splitting noménal attributes.

Similarly, Car type (sports) and (family, luxury} is 0.167 and
Car type {family} , (sports) , (luxury) is 0.163.

-> Splitting of Continuous Attributes: The attribute which having range of values. For example,

Cnn'si.der the following example that shown the test condition Annual Income <= v is used to split the
training records for the loan default classification preblem.

__M o Ne No'Yes  Yea Yesi. No No’.
Sarbive Ll S (A Annualincomo - RO T P

Sorted Values —»= s - 2 et 100 - & :

Spit Positons —»-= : ZT2:5 BTE =92 V0L :

S— P ] Py by e prom nre] PR RS P 0 T B EER EE NPT R e

Gyesizl o |alo|ajo|ajo|z]|1|2)z]a|3|o|a|ofa|o]aloj3|o
wNaE|lo |7 |1 |sj2|5)3|4]3 aja|as|alalals|(2]6|1|7 |0
ars |0.420 | 0.400] 0375 |0.343 [0417 ||0.400 | 0.300 | 0343 | 0375 | 0.400 | 0.420

Splitting continuous attribules.

3.8. What is Gain Ratio? Explain with an example.

~Information gain is generally used, for attributes which have large set of outcomes. But certain
attributes like "Fruit”, haveonly gne outcome for each partition and thus have maximum information
gain for all attributes. In Zuchcases we use gain ratio. This gain ratio is calculated as

Gain (A11)
-  Gain ratio (At?) = =====--=--=====<
Split information (Att)
n
Where Splif information (Att)is = - L p(vi) logz p(vi)
i=1 Where 'n' is the total number of splits.

For example, if each attribute value has the same number of records, then p(vi) = 1/k and the split

information would be equal to logzk.
BVSR ENGINEERING COLLEGE :: CHIMAKURTHY - Prepared by sreenivaas- 9948808818
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*Q
Consider the following example that explain Gain ratio. -
Age Income Student  credit rating buys computer \'}?
<=30 High no Fair No \
<=30 High no Excellent No T |
31...40 High no Fair Yes
>40 Medium no Fair Yes
>40 Low yes Fair Yes
>40 Low yes Excellent No A
31...40 Low yes Excellent Yes
<=30 Medium no Fair No
<=30 Low yes Fair Yes
>40 Medium yes Fair Yes
<=30 Medium yes Excellent Yes
31...40 Medium no Excellent Yes
31...40 Highl yes Fair Yes
>40 Medium no Excellent No J
= Class P: buys_computer = '-,'es"
= Class N: buys_computer =
9
Info(D) = 109, S}--——lngz(—}—ilog,( 2920940
14 14 14
age Pi n, I(pir-n)
<=30 2 3 0,971
31...40 4 0 4|0
>40 3 2 0,971
5 5
] D —J (2,3 -—440+—!32 D 699
nfo pee (D)= > ( W N (4,0) 1 (3,2)=
Gain (age ) = Info (D) =Jnfo . (D)= 0.246
Gain (income )~=10.029
Gain (student { ) =0.15]
Gain (credit, | rating ) = 0.048 ?‘Eﬁ:
<=30 >40
30...40
= hderd] aedi 2 s ingomre |erudent! oedl ratmg Lbyys oo
i | 0o [ T =
“-"‘:l :E rr:'r:““" :: Qw yos lescelend no
;:* m o !-rr s medum | yes 'ﬁl_! 11
: dum!| no lescelen) no
redun | yes [escdiond ye3
incomeo |student] credit_rating |buys_computer
high no__|lair e
low yes_|oxcolient yes labeled yes
moedum | no |excellen] yes
-
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Algorithm for Decision Tree Inducation:

A skeletion decision tree induction algorithm called TreeGrowth, shown in Algorithm,
The input to this algorithm consists of the training records E and the attribute set F,

- The algorithm works by recursively selecting the best attribute to split the data and ex
the

leaf nodes of the tree (steps 11 & 12) until the stopping _con is true,

panding

>enDecTree(Sample E, Features F)
>tep 1. If stopping_condition(S,F) = true then

2. u, leaf = createNode()

3. . leaf.label= Classify(S)

4. c. return leof

5. else

6. root = createNode()

7. root.test_condition = findBestSplit(S,F)
8. V = {v|] v a possible cutcome of root.test_condition)
9. for each value veV:
10.  a. Syt = (s | root.test_condition(s) = v and s°€ s);
11. b, child = TreeGrowth(s, ,F):

12.  c. Add child as a descent of root and label the edge (root=>child) as v
13. end for

14, end if
15.  return root
he detail of each function is explained as
1. The createMNode() function extends the decision tree by creating a new node. A node in the

decision tree has either a.fest condition (denoted as node.test_cond) or a class label
(denoted as node./abel ).

2. The find_best_split() function determines which attribute should be selected as the test
condition for splifting the training records. The ~ test condition * depends on measures such
entropy, Gini index, and the x* statistic.

3. The classify()function determines the class label to be assigned to a leaf node. For each
leaf node tiulet p(i/t) denote the fraction of training records fram class I associated with .
the node t.

i.e. leaf.label = argmax p(i/t)

4. The stopping_cond() function is used to terminate the tree-growing process by testing
whether all the records have either the some class label or the same attribute values.

After building the decision tree, a tree-pruning step can be performed to reduce the size of
the decision tree.
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3.10. Characteristics of Decision Tree Induction:
1. Decision tree induction is a nonparametric approach for building classification models.
2. Techniques developed for constructing decision trees. But they are computationally
inexpensive.
3. Small sized trees are relatively easy to interpret.
4. Decision trees provide an expressive representation for learning discrete-valued functions.
5. Decision tree algorithms are quite robust to the presence of noise.
6. Decision tree algorithm employ a top-down, recursive portioning Fpproach.
7. Sub-treces can be replicated multiple times in a decisien tree.

Advantages:
— Inexpensive to construct
— Extremely fast at classifying unknown records

— Easy tointerpret for small-sized trees
—~ Accuracy is comparable 1o other classification techniques for many simple data sets

Comparison of Best Split: The figure compares m'

the values of the impurity measures for binary oal Enrem,

classification problems. Observe that all three oz

measures attain their moximum (value when the  °*

class distribution is uniform (i.eswhen p = 0.5). :: Ay, e TR
oal ‘_,.-: ) - \“"'-..:‘h“. 1
oa e Ml cation srror S ™
)
a -

o 0n  BF D03 G4 05 68 oF o os v
i P
Comparaon among the |mpurry measwes kor binary dassfstion problems.
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EXEPC'SES- Consider the following Confusion matrix for classification problem with 2 closs
categories. Suchas Class 0 & 1,

Predieted Class

Class =1 Class =0
Actunl | Class =1 S11 Jio
Class | Class =0 for Joo

* The performance of above classification model is calculated based on the test records
correctly and incorrectly predicted by the model. From the above “confusion matrix”, each

entry of J‘Ej is denoted the number of records from class /' predicted to be of class J.
Therefore, the total number of records are correctly predicted by the mode! is(f7y + 7o0)
and the total number of records are incorrectly predicted by the model is (fi5™+ /o1 ).

The Performance of medel for above matrix with accuracy is expressed as follows:

Number of correct predictions fi+ oo

e L o T — T —— N
Total number of predictions fir + foo+fio +<dor

» The Performance of mede above matrix with error rate is expressed as follows:
Number of correct predictions Fio *Jou

ACCUMOLY = s e e e e e e ¥ oo W

Total number of predictions fiv+ foo+fio + for

1. Draw the full decision tree for the parity function of four Boolean attributes,
A, B, C, nnd D, Is it possible to simplily the tree?

I

p-n-dnn-u-lnuu-lh-rlJI*ﬁ

e e BIE LA RS EE S B B B ETES B B2
nuhindldn4!dnuﬂqﬂ

In]
.Fp-“-ynlﬁ-..-—‘ 'ﬂﬂ!

b Gl 01 M R L ) B TR B B

Flgure 4.1. Decision treg ferparity function of lour Boolean attribules.

9. Consider the training examples shown in Table 4.1 for a binary classification
broblem.

BVSR ENGINEERING COLLEGE :: CHIMAKURTHY - Prepared by srcenivaas- 9948308818
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Tablo 4.1. Daln sct for Exercise 2.

Cuutomer 1D | Gender | Car T'ype Shirt Size Clam

1 M Fnmily Small co
2 M Sportsa Medinm Co
a M Sports Medinm Co
4 M Sporta Larmo Co
5 M Sports Extra Larpgo Co
6 M Sportn Extrn Largn Cn
7 F Sporta Small Co
8 F Sportn Smnll Co
9 r Sparts Medium Co
10 F Luxury Larpa Co
11 M Fnmily Larga C1
12 pS ¢ Family Extrn Large C1
13 M Fainily Medium Cli
14 A Luaxury Extra Large C1
15 F Luxury Smnll Ci1
16 Ir Luxury Small C1

7 F Luxuary Medium C1
18 F Larcury Medinm ci
19 F Luxury Medium C1
20 F Luxury Large C1

(a) Compute the Gini index for the overall collection.of training examples.
Answer:

Gini =1~ 2 x 0.5 = 0.5.
(b) Compute the Gini index for the Customer, ID attribute.

A nswer:
The gini for each Customer ID value is 0. Therefore, the overall gini

for Customer 1D is 0.
(c) Compute the Gini index for the Gender attribute.

Answer:
The gini for Hale is 1 —2 x 0.5 = 0.5. The gini for Female is also 0.5.
Therefore, the overall.gini for Cender is 0.5 x 0.5+ 0.5 x 0.5 = 0.5.

Table 4.2: Data set for Exercise 3]

Instance a, | Target Class
1 1.0 +

6.0 +

5.0 -

4.0 +

7.0 -

3.0 -

8.0

7.0

5.0

o e Mo g AR
+ 1

ST s LR

|

QOO0 O &

canne

WWW.KVRSOFTWARES.BLOGSP(QT.C%)%\;[C amScanner



17

Compute the Gini index for the Car Typa attribute using multiway
split.

Answer:

The gini for Family car is 0.375, Sports car is 0, and Luxury car is
0.2188. The overall gini is 0.1625,

(e) Compute the Gini index for tho Shirt Size attnbute using multiway
split.
Answer:
The gini for Small shirt size is 0.48, Hodium shirt sizo is 0.4898, Large
shirt size is 0.5, and Extra Large shirt size i1s 0.5. The overall gini for
Shirt Size attribute is 0.4914.

(f) Which attribute is better, Gender, Car Type, or Shirt Size?

Answer:
Car Type because it has the lowest gini among the three atiributes.

(z) Explain why Customer ID should not be used as the. attribute test
condition even though it has the lowest Gini.
Answer:
The attribute has no predictive power since new eustomers are assigned
to new Customer IDs.
3. Consider the training examples showniin Table 4.2 for a binary classification
problem.

(a) What is the entropy of this colloction of training escamples with respect
to the positive class?

Answer:

There are four pesitive exarnples and five negative examples. Thus,
P(+) = 4/9 and \F(—) = 5/9. The entropy of the training exnmples is
—4/9log,(4/9).— 5/9log,(5/9) = 0.9911 |

WWW.KVRSOFTWARES.BLOGSP(gggh%Q%\){[CamSCanner
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k) What are the information gains of ay and az relative to these training
cexamples?
Answer:
For attribute ay, tho corresponding counts and probabilities are:

ny -} -
T | 3 1
F 1|4

The entropy for a, is

4

5[ - @raos /9~ /e
+ g-[-—- (1/5)log,(1/5) — (4/5) log,(4/5)] = 0.7616.
Therelore, the information gain for ay is 0.9911 — 0.7616 = 0.2294.

For attribute az, the corresponding counts and prebabiliticsare:

az -+ -
T 21013
0 212

The entropy for az is
o[ - /oy ters) <37 e3/5)
+ 5 [._ (2/4) log(2/4) = (2/4) log, (2;-1)] = 0.0830.

Thercfore, the information gain for az is 0.0011 — 0.9838 = 0.0072.

(c) For as, which is a contimi@us nttribute, compute the information gain
for every possiblo split.

Answer:

an | Glass laba) | Split point | Entropy | Info Gaio

| 1,0 + 2.0 0.8484 0.1427
3.0 - 3.5 0.9885 0.0026
4.0 -+ 4.5 0.9181 0.0728
5.0 -
5.0 - 5.5 0.9839 0.0072

.0 -+ 6.5 0.9728 0.G183 )

7.0 +
7.0 - 7.5 0.8889 0.1022

Thea best split for a3 occurs at split point equals to 2.

canne
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(d) What is the best split (among a), aa, nnd a3) according to the infor-
mation gain?
Answoer:
According to information gain, a; produces the best split.
(¢} Whatis the best split (between ay and a3) according to the classification
error rate?
Answar:
For attribute ay: error rate = 2/9.
For attribute az: error rate = 4/9,
Therefore, according to error rate, a, produces the best split.
() What is the best split (between a; and az) according to the Cini index?
Answer:
For attribute a,, the gini index is

4

5|1 @7 = 0] + 5 [1- 75 - agsr] =030

For attribute ap, the gini index is
5[1 _(2/5)? — (3,:5)2] +3 [1 (24" — (2/4 )2] & §748sb.

Since the gini index for a; is smaller, it produces the Better split.

5. Consider the following data set for a binary class problem.

Class Label

|+ ¥ 4

|

R R Re i N R N N
RReRe koo b=t Kol R o~
-}

(a) Caleulate the information gain when splitting on A and DB. \Which
attriBute would the decision tree induction algorithm choosa?

Answer:
The contingency tables after splitting on attributes A and B are:
A=T A=F B=T DB=F
+ 4 0 - 3 1
- 4 3 - 1 5

BVSR ENGINEERING COLLEGE : CHIMAKURTHY - Prepared by srecnivaas- 9948803818
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The overall entropy before splitting is:
Eorig = —0.41log 0.4 — 0.6log 0.6 = 0.9710

The information gain after splitting on A is:

Ey.r = —glngg - glogg = 0.0852
{ I { i

3 3 0, 0_
Eaur = Iog- g ln;, 5 =

A = E.,,,g - muﬂ,up — 3/10Ep=r = 0.2813

The information gain after splitting on B 1s:

3 3 1. 1
Enr = ——log=—=log—=0.
B=T a log 1 1 ]og 4 0 S113
1. 1 5 5
En_ - —Zlor= —— — = 0.6500
B=F glosg —gleeg

A = E_,—4/10Eg_r — 6/10Ep_p =0:2565

Therefore, attribute A will be chosen to split the fade.

(b) Calculate the gain in the Gini index when splitting'on A and B. Which
attribute would the decision tree inductiomalgorithm choose?

Answer:
The overall gini before splitting is:

Gorig = 1 5047 - 0.6 = 0.48

The gain in gini after splittingon A is:
A\ 2 q\ 2
1~ (?) -- ($) = 0.4808
N oy’
G = | = — | = =
55 1=(3) - (5) =

A = Corig — T/10G 12T — 3/10G a=r = 0.1371

Il

GA =T

Thegain in gini after splitting on B is:

2 2
3
Gpor = 1—(%) "(E) = 0.3750

c L= (A (5Y oo
Bep = "(6)‘(6)"-"""

A = Corip—4/10C gt — 6/10CG p=F = 0.1633

Therefore, attribute B will be chosen to split the node.
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